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Molecular simulations are used to compare the structure and dynamics of conventional and radioac-
tive aqueous electrolytes: chloride solutions with sodium, potassium, cesium, calcium, and strontium.
The study of Cs* and Sr** is important because these radioactive ions can be extremely harmful
and are often confused by living organisms for K* and Ca®*, respectively. Nat, Ca’*, and Sr**
are strongly bonded to their hydration shell because of their large charge density. We find that the
water molecules in the first hydration shell around Na™ form hydrogen bonds between each other,
whereas molecules in the first hydration shell around Ca>* and Sr** predominantly form hydrogen
bonds with water molecules in the second shell. In contrast to these three ions, K™ and Cs* have
low charge densities so that they are weakly bonded to their hydration shell. Overall, the structural
differences between CaZt and Sr*t are small, but the difference between their coordination numbers
relative to their surface areas could potentially be used to separate these ions. Moreover, the different
decays of the velocity-autocorrelation functions corresponding to these ions indicates that the differ-
ence in mass could be used to separate these cations. In this work, we also propose a new definition
of the pairing time that is easy to calculate and of physical significance regardless of the problem at

hand. © 2014 AIP Publishing LLC. [http://dx.doi.org/10.1063/1.4896380]

. INTRODUCTION

Interactions between ions and water are omnipresent; the
presence of ions alters the structure and dynamics of the sol-
vent and contributes to countless biological, chemical, and
physical processes. Electrolytes partially or fully dissociate
when they are dissolved in water. The dissociation of elec-
trolyte does not only happen when brought into contact with
water, ion pairs form and break constantly. In order to form or
break an ion pair the structure of the water molecules around
the hydrated ions need to be disturbed.! This process is per-
petuated by the constant competition between electrostatic
forces, dispersion forces, and hydrogen bonds.

The solvent structure around hydrated ions, which mainly
depends on the ion size and charge, determines for a great
part the affinity of two ions of opposite charge to associate
or dissociate. Lee? showed that the solubility of monova-
lent electrolytes in water is the smallest (thus most associated
cation-anion pairs) if the cation and anion are size-symmetric.
Collins® further discussed the topic of ion pairing in terms
of kosmotropes and chaotropes: kosmotropes are monova-
lent ions that bind stronger to nearby water than water binds
to itself, while chaotropes are monovalent ions that have a
weaker binding strength with nearby water molecules. Collins
added kosmotrope-kosmotrope interaction to this ordering as
the strongest binding strength and chaotrope-chaotrope inter-
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actions as the weakest. Thus the pairing affinity and the hydra-
tion structure of a solvated ion depends on the cations as well
as the anions. Furthermore, these structural properties can de-
pend on ion concentration.* For highly concentrated solutions
the classification of kosmotropes and chaotropes has been
challenged,” while for lower ion concentrations these con-
cepts have been widely accepted.®” The model of Collins was
recently further investigated by Fennell et al.' The authors
calculated the association constant and the potential of mean
force for a single ion-ion pair in water. They concluded that
the interaction between kosmotropes is large due to strong
electrostatic interaction. On the other hand, the electrostatic
interaction between two chaotropes is weak, but these ions
are held together by a water cage around the ion pair. A
kosmotrope-chaotrope pair immediately dissociates because
the ionic binding and the water-water binding are both weaker
than the interaction between the kosmotrope and nearby water
molecules.

A study of the dynamics of ions and water molecules can
complement the understanding obtained from structural quan-
tities. Notable studies of ion-water residence times include
the pioneering work of Impey et al.® These authors defined
a mean residence time (MRT) by assuming an exponentially
decaying correlation of the survival probability of a pair; the
residence time is then equal to the decay rate of the correla-
tion function. This work has paved the way for many more
studies on residence of water near an ion,” but also ion-ion
pairing,'® dynamics of hydrogen bonds,'! ion residence in a
confined fluid,'>!® and sudden changes in the orientation of
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water molecules.'*!® Transport coefficients are also impor-
tant to describe the dynamics of aqueous electrolytes.'9?!
Reconciling knowledge about hydration structure with the
shear viscosity and self-diffusion is of paramount impor-
tance for the improvement of applications in tribology,
mixing, separation, desalination, osmosis, and lab-on-a-chip
devices. >

The majority of computational studies of the structure
and dynamics of aqueous electrolytes is focused on a subset
of the halogen group (anions) and the alkali metals (cations).
In particular, sodium (Na*t), potassium (K*), calcium (Ca’*),
and chloride (C17) form a vital component in almost all bio-
logical systems, including the human body and seawater. In
contrast, radioactive ions, such as cesium (Cs™) and stron-
tium (Sr*t), have received much less attention. Nature is
sometimes exposed to harmful isotopes of cesium and stron-
tium as a consequence of nuclear testing, nuclear weapons or
accidents, such as the Fukushima disaster in 2011. Such ex-
posure is especially dangerous due to the fact that living or-
ganisms tend to mistake cesium for potassium and strontium
for calcium.?>-?® This can directly or indirectly lead to inges-
tion by humans or animals, which is very dangerous due to
highly ionizing radiation. Similarly, the resemblance between
strontium and calcium makes that strontium can easily end
up in bones or fluid electrolyte systems of living organisms.
Preventing this by selectively removing these ions from bulk
salt water is very difficult and requires more understanding
of the hydration structure and dynamics of ion hydration and
ion-ion pairing. This is especially true for strontium, which
has been included in very few computational studies.?*3° Un-
derstanding the pairing and solvation properties of these ions
hopefully contributes to finding a process to discriminate be-
tween them.’!3

One of the purposes of this work is to compare hydra-
tion properties and ion pairing of conventional and radioac-
tive ions with each other. We attempt to do this by discussing
and unifying results for various structural and dynamic quan-
tities of five different cations and three ion concentrations. In
addition to some of the more common measures of hydration
structure (radial distribution function, coordination number,
and orientation of water molecules), we also study the hydro-
gen bonding around ions in a way that provides more micro-
scopic insight by showing information that is often lost due to
spatial averaging. These hydrogen bonding profiles can eluci-
date the effect of ions on the hydrogen bond network of wa-
ter. Computer simulations are extremely suitable to study this.
However, in most computational studies of spatially homoge-
neous fluid, the data are averaged over the domain in order
to enhance the statistics at the cost of microscopic detail. Our
novel approach shows the differences in hydrogen bonding in
the first hydration shell around various cations. These differ-
ences in the hydrogen bond network are paramount to under-
standing the dynamics of electrolyte solutions. The dynamics
of the solution is discussed in terms of the self-diffusion and
shear viscosity, while the dynamics of hydration and ion pair-
ing are studied in terms of a pairing time scale that avoids
the usual assumption of an exponentially decaying correla-
tion function and has physical significance regardless of the
problem at hand.
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It is expected that the structure and dynamics of Ca>* and
Sr2t are very similar since both ions are small and bivalent,
thus allowing for strong electrostatic binding with other ions
and water molecules. On the other hand, K* and Cs™ are both
characterized by a single valence and a large diameter, which
is also expected to result in similarities between the properties
of these ions. Our intention is to identify small differences
between ions that could be enhanced, for example, in a porous
material.**3> Examples of such possible differences are: ion
pairing, hydrogen bonding, and diffusion.

The remaining part of this paper is organized in four sec-
tions. In Sec. II we discuss the molecular simulations. Various
structural properties are studied in Sec. III. We then study the
dynamics in Sec. I'V. Finally, Sec. V summarizes our findings
and conclusions.

Il. MOLECULAR SIMULATIONS

The salt concentrations in seawater and in most living
organisms are of the order of 10~ — 10° M. Many computa-
tional studies of electrolyte solutions focused on the structure
and dynamics of ions in water in the dilute limit, which is
ideal for the study of ion-solvent interaction.’® Many other
studies focused on brine salt solutions (i.e., solutions with
a very high ion concentration, 1-4 M), in which ion-ion in-
teractions can be studied with relatively low computational
cost.?”-38

In this work, 15 aqueous electrolyte solutions are sim-
ulated. The anion in each simulation system is CI~ while
five different cations are considered: Na®, K+, Cst, Ca’t,
and Sr**. Salt concentrations of approximately 0.3 M, 0.6 M,
and 0.9 M are considered. The number of monovalent anions
and cations are equal, while the number of bivalent cations at
the same salt concentration is half that of the anions to ensure
electroneutrality of the system.

A. Models and force fields

The water molecules are represented by the TIP4P/2005
rigid water model of Abascal and Vega.*® This water model
has shown to be reasonably successful in reproducing the
structure and transport coefficients of water.*** However,
this model has not yet been tested much for simulating aque-
ous solutions. Therefore, we use ion force field parameters
from the literature that have been optimized in combination
with other rigid water models.***® The force field parame-
ters that we use have been optimized for SPC/E water (except
those for Na™ and Cl~ which have been optimized for the
RPOL water model but are very close to parameters that have
been optimized for SPC/E).** The interactions are described
by the combination of a Lennard-Jones potential and Coulom-
bic interactions. The Lennard-Jones parameters and charges
are listed in Table S I in the supplementary material.*’ The
Lorentz-Berthelot mixing rules are used to calculate cross-
species interaction parameters from the parameters listed in
the table. The transferability of various pairwise additive
ion force field parameters have been tested between differ-
ent non-polarizable water models*®*° as well as between
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non-polarizable and polarizable models.’'? Good transfer-

ability has been confirmed for various monovalent force field
parameters close to those used here. For the bivalent ions,
we use parameters that have recently been presented by
Mamatkulov et al.*® These parameters have been optimized
to match the experimental solvation free energy and activity
coefficient for pairing with various halides. In order to val-
idate that the ion force fields parameters are suitable to use
in combination with TIP4P/2005 water, we compare the hy-
dration structure of the five different cations in 0.3M aqueous
chloride solutions with TIP4P/2005 water and with SPC/E or
RPOL polarizable water. These results are shown in Figure
S1 in the supplementary material.*’ The figure also shows the
radial distribution functions of sodium and chloride ions are
compared to those calculated by Smith and Dang>* for SPC/E
and (polarizable) RPOL water. Good agreement is found be-
tween our results for the different water models as well as
with the comparison to the results from Smith and Dang.>*
Our structural data for the solutions with TIP4P/2005 will
be discussed further in Sec. III. While non-polarizable force
fields have been widely applied and accepted for the past few
decades, these force fields have been known to sometimes
lead to excessive ion-pair formation. Explicitly including po-
larizability in the force field can become especially relevant
near a liquid/vapor interface, where the symmetry of the hy-
dration shell is broken.>> While polarizable force fields can
increase the accuracy in these situations, the large computa-
tional cost of these calculations introduces a limitation on the
feasible size of the simulation system.

B. Simulation details

Systems are prepared by first estimating the number of
water molecules in a cubic periodic box of 50 x 50 x 50 A,
where the water has a temperature of 300 K and a pressure of
1 atm. Based on this estimate, the required number of ions is
inserted in the box to produce the correct ion concentration.
Next, grand canonical Monte Carlo (GCMC) simulations are
run to add, remove, translate, and rotate water molecules un-
til a thermodynamic equilibrium is reached with the chemical
potential corresponding to the bulk saturation vapor pressure
of the water model.** NPT simulation, in which the number
of water molecules is fixed and the system volume is adjusted
until the correct pressure is reached, would also have been
possible. Figs. S2 and S3 in the supplementary material*’
show that our GCMC simulations allow reproducing avail-
able literature data on the effect of concentration on the
density and energy of aqueous electrolytes. The resulting con-
figuration is used as the input for classical Molecular Dynam-
ics (MD) simulations. We show the packing fractions of the
solution in Table S II in the supplementary material.*’ Despite
the presence of van der Waals forces and Coulombic inter-
actions the packing fractions of the solutions are very simi-
lar to those typically observed in granular materials>®>7 and
dense hard sphere fluids.’® Figures S2 and S3 in the supple-
mentary material*’ show the mass density and total energy
of the simulation systems. The mass density in Figure S2 of
the supplementary material*’ is shows to agree very well with
experimental data.

J. Chem. Phys. 141, 124508 (2014)

u',u Water (H,0)

Sodium (Na*)

Salt concentrations:
0.3M, 0.6M, and 0.9M

Potassium (K*)
Cesium (Cs*)
Calcium (Ca?*)

Strontium (Sr2*)

: Chloride (CI")
SrCl, (0.6M)

FIG. 1. A typical molecular configuration of an aqueous SrCl, solution. The
salt concentration is 0.6M. The simulation box has a size L = 50 A and is
periodic in each direction. The water molecules are displayed small for the
sake of visibility. The top and right of the figure shows an overview of the
species and concentrations that are considered in this study.

The greatest discrepancy is seen for the NaCl solution,
for which the density of the simulated solution is overesti-
mated by approximately 1.5%. A comparable overestimation
of the density has been found for a NaCl solution with the ion
force field optimized by Joung and Cheatham® in combina-
tion with the SPC/E water model.®” The SHAKE algorithm is
used to preserve the rigid structure of the water molecule. The
dispersion interactions in the fluid are described by a Lennard-
Jones potential, with a cutoff length of 12 A. The Particle-
Particle-Particle-Mesh (P>M)°! method is used to calculate
electrostatic interactions, where we truncate the real part at
12 A. Figure 1 shows a snapshot of the system containing a
SrCl, solution with a concentration of 0.6M. The MD simula-
tions are performed in the canonical ensemble, where the tem-
perature is controlled using a Nosé-Hoover thermostat.%> The
equations of motion are integrated using the velocity Verlet
scheme with a time step of 1 fs. After an equilibration period,
data are accumulated from a 5 ns steady-state simulation.

lll. STRUCTURE
A. Structure in aqueous electrolyte solutions

Figure 2 shows the cation-anion (a) and cation-oxygen
(b) radial distribution functions (RDF). These RDFs corre-
spond to a salt concentration of 0.3M, while those correspond-
ing to concentrations of 0.6M and 0.9M are omitted for the
sake of visibility. The dependence of the RDFs on the salt
concentration is discussed in the text below. The RDF denotes
the density of an atom species (relative to its bulk density) as
a function of the distance from a given atom. These radial
density functions can also be used to calculate coordination
numbers N, i.e., the number of neighboring atoms within a
certain distance r,,,,,:

AN [Tnes
Ne =2~ /O gy dr. (1

where N is the number of atoms and V is the volume of the
simulation box. The value for r,,,, is typically chosen to be the
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FIG. 2. Radial distribution functions g(r) of (a) cation-anion (X-Cl) pairs and (b) cation oxygen (X-O) pairs. The profiles correspond to a salt concentration of
0.3M. The profiles corresponding to concentrations of 0.6M and 0.9M are omitted for the sake of visibility. The different colors of the lines correspond to the
cations species in the chloride solutions: Na™ (blue), Kt (red), Cs* (magenta), Ca2t (green), and Sr2t (black). The insets in the figures show the coordination
numbers N, of the first hydration shell along with the standard error denoted by the error bars. The error bars in the inset of (b) are smaller than the symbols.

radius of the first hydration shell, defined by the position of
the first local minimum in the RDF. The coordination numbers
for the first hydration shell are shown in the insets of Figure 2.
The error bars in the insets denote the standard error of the
coordination numbers. The number of water molecules in the
first shell around an ion is also called the hydration number.
We will show in this section that the hydration number can
be large when the ion is large (resulting in a large hydration
shell) or when the binding strength between an ion and water
is large (resulting in a dense hydration shell).

The locations of the extrema in the RDF do not depend
on the ion concentration. On the other hand, the magnitude
of the peaks in the cation-anion distribution decreases with
increasing molarity. This is easily understood since the RDF
denotes a density normalized by the bulk density (i.e., by the
salt concentration in the case of a cation-anion RDF). We
first discuss the cation-anion RDF and corresponding coordi-
nation numbers and later those for cation-oxygen (“oxygen”
refers of the oxygen atom in a water molecule). The in-
set in Figure 2(a) shows that the average number N (X
— CI) of anions C1~ in the first shell of cations X (where X
= Nat,K*,Cst, Ca?t, Sr**) increases with the ion concen-
tration. The increase in N (X — CI) with the ion concentra-
tion is the largest for K™ and Cs*. Considering that K*, Cs™,
and CI™ are large ions, this result is consistent with the known
association behavior of ions dissolved in water; small ions do
not associate with large ions, while large ions do associate
with other large ions of opposite charge.!"®® The ion-ion co-
ordination number of monovalent electrolytes is a direct mea-
sure of the portion of electrolytes that is associated. This is
only approximately true for bivalent ions because these elec-
trolytes can partially dissociate by loosing one chloride ion.
The coordination numbers in the inset of Figure 2(a) show
that a dissociated state is favorable for CaCl, and SrCl, in wa-
ter; two anions are available per cation, yet the coordination
numbers N (X — CI) barely reach 0.1 at these low molari-

ties. This can be explained by the fact that the bivalent cations
have a stronger interaction with nearby water molecules than
with monovalent anions. In other words, dehydration of the
bivalent cation would cost more energy than what is gained
by forming a pair with a chloride ion.** The ion-ion coordi-
nation numbers could even turn out a bit lower if a polariz-
able water model would be used. Indeed, an overestimation
of the cation-anion association is known to arise when a non-
polarizable water model is used,® while other structural prop-
erties are not strongly dependent on the polarizability of the
water molecules.> The negative effect of polarizability on ion
pairing is expected to have the strongest influence on the bi-
valent ions due to their large charge density.

The cation-oxygen RDFs (Figure 2(b)) for different ion
concentrations overlap almost perfectly (only concentration
0.3M is shown here for visibility), while the coordination
numbers in the inset of Figure 2(b) show a hint of a de-
crease with increasing ion concentration. This is not surpris-
ing, since a larger portion of the hydration shell is occupied
by ions when the ion concentration is large (hence the in-
crease of N (X — CI) with increasing ion concentration). An
overview of the coordination numbers N (X — O) calculated
in this study to those reported in the literature is given in
Table S III in the supplementary material.*” As expected, the
coordination numbers and the hydration shell radius r,,,, of
the monovalent ions increase with their Lennard-Jones size
parameter o. Dividing N by the surface area of the bare
Lennard-Jones sphere (A = mwo?) gives an estimate of the
extend to which the ions are chaotropic or kosmotropic.*?
Table I shows for the different cations the coordination num-
ber and the number of water molecules (oxygen atoms) per
square Angstrom of surface area N~ = N/A. The data cor-
responds to a concentration of 0.3M. A large N. indicates that
the ion is a kosmotrope. We find that calcium is more kos-
motropic than strontium, which could be an advantage for the
selective removal of strontium from water. According to this
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TABLE I. Cation-oxygen coordination number N and coordination num-
ber divided by the surface area of the cation N, = N /A. These data corre-
spond to chloride solutions with a concentration of 0.3M. The fourth column
shows the Lennard-Jones diameters o (expressed in A) of the cations. The

last column shows the outer radius of the first hydration shell 7, (expressed
in A).

Na™ 5.80 0.34 2.3359 3.18
K+t 7.09 0.2 3.332 3.68
Cs* 8.38 0.18 3.884 3.99
Ca%* 7.88 0.43 241 3.34
Sr2+ 8.59 0.28 3.1 3.6

quantity, strontium is less kosmotropic than sodium, despite
its larger valence. The Na™ RDFs show very similar behav-
ior as those of the bivalent ions; strong electrostatic interac-
tions with neighboring atoms and ions are possible due to the
small size of Na™, whereas in the case of the bivalent ions the
electrostatic interactions are strong due to their larger charge.
These three ions have a large charge density and are consid-
ered kosmotropic, whereas K* and Cs™ have a lower charge
density and are said to be chaotropic. The pronounced peaks
in the RDFs of the former group of ions are separated by a
region where virtually no anions or oxygen atoms are found.
This border between the first and second hydration shell is
characterized by an energy barrier that can be read from the
difference between a local maximum and minimum in the po-
tential of mean force: Upyr(r) = —kgTIn(g(r)) + C where
C is a constant. The larger the barrier, the more energy is re-
quired for a particle to leave the hydration shell. Note that a
theoretical local minimum value of zero in RDF would corre-
spond to an infinite energy barrier prohibiting particles from
entering or leaving the first hydration shell. The pairing dy-
namics in Sec. IV will demonstrate that atoms do in fact cross
the barriers.

The data in Figure 2 provide insight in the radial struc-
ture around ions. However, the orientation of water molecules
and the distribution of hydrogen bonds are also important for
a thorough analysis of structural properties in aqueous elec-
trolyte solutions. Hydrogen bonds®®%° are held responsible
for the fact that water is a highly structured liquid.” Yet, mi-
croscopic understanding of hydrogen bonding in water is lim-
ited, despite active research.'*%7-7972 The influence of ions
on the surrounding hydrogen bonds has been studied predom-
inantly in the context of average bonding times and hydration
shell-averaged number of hydrogen bonds.” 774 In Sec. I11 B,
we present an alternative approach to study the structure of the
hydrogen bond network around a hydrated ion.

Hydrogen bonds can be defined based on geometry,
topology,””»’® energy criteria,”” or combinations of these.’
The average number of hydrogen bonds in bulk water at room
temperature and atmospheric pressure varies between 2.8 and
3.5, depending on the hydrogen bond definition and on the
water model.?! We follow here a geometrical definition based
on a combination of the O- - -H distance roy < 2.35 A and
the O; — O;---H; angle /oy < 30°, where molecule i is the
donor molecule and j the receiver.”® The distance and angle

75,76
0
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FIG. 3. Average number of hydrogen bonds per water molecule for different
aqueous chloride solutions and different electrolyte concentrations at a tem-
perature of 300 K and a pressure of 1 atm. The different colors of the lines
correspond to the cations species in the chloride solutions: Na*t (blue), K+
(red), Cst (magenta), Ca®>* (green), and Sr>* (black).

relevant for the bonding criterion are shown in the inset of
Figure 3. Figure 3 shows the average number of hydrogen
bonds (n;;) per water molecule as a function of the ion con-
centration for the different aqueous electrolytes considered in
this work. The number of hydrogen bonds decreases almost
linearly with increasing ion concentration. The slope is the
smallest in the presence of the chaotropic cations Kt and
Cs*. The decrease in nyy is expected to continue at much
larger ion concentrations, where ion-specific effects become
more pronounced.®>#3 However, this would still provide little
information about the extent and way in which a single ion
disturbs the water structure in its direct environment.

Another approach to study ion-specific effects on hydro-
gen bonding is to measure 7y in the hydration shells around
the ions,?* %% as will be done below.

B. lon-solvent structure

We have performed a series of MD simulations at infinite
dilution in order to study the structure around solvated ions
without having interference from ion-ion interactions. Fur-
thermore, the influence of Lennard-Jones parameters and the
ion valence are studied. These data are discussed in the re-
maining part of this section about structural properties. The
simulations were prepared and performed in a similar fashion
as what was explained in Sec. II, but instead of having vari-
ous ion pairs, a single anion and cation are fixed at a distance
of 25 A, in a simulation cell of 50 x 25 x 25 A in size. The
charge of the anion is chosen to compensate the cation charge,
such that the system remains neutral. Only the cation-solvent
structure is discussed here.

Figure 3 showed that the number of hydrogen bonds per
water molecule in an aqueous solution deviates from that in
pure water. This indicates that ions disturb the hydrogen-bond
network of water molecules located in their hydration shell
(7iy; ). Hydration shell-averaged values of 7i,,; have been
shown to increase with the size of the cation.’*3 However,
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FIG. 4. Number of hydrogen bonds per water molecule (i, ;) as a function of the distance to a solvated cation (a) and the density of hydrogen bonds in the
hydration shells around various cations at infinite dilution (b). These profiles (top) are decomposed into the contribution of the donor (bottom) and receiver
(middle). The markers on the horizontal axis denote the radius of the first hydration shell and the profiles on top (H,0) and in the middle (O) are vertically
shifted up (by 4 and 2, respectively) for visibility. The different colors of the lines correspond to the cations species in the chloride solutions: Na™ (blue), K*
(red), Cs™ (magenta), CaZt (green), and Sr2* (black). The black dashed lines correspond to the number of hydrogen bonds in pure bulk water.

microscopic details are lost in the averaging over the hydra-
tion shell. In order to preserve this information, we show in
Figure 4(a) the number of hydrogen bonds per water molecule
as a function of the distance from the center of the cation. This
function is decomposed in the number of hydrogen bonds per
hydrogen atom (bottom) and per oxygen atom (middle). The
markers on the horizontal axis denote the radius of the first
hydration shell and the profiles on top and in the middle are
vertically shifted up for visibility. The profiles for water show
that i, drops below its bulk value in the first hydration shell.
On the other hand, each profile shows a maximum in the sec-
ond hydration shell that slightly exceeds their bulk values.
This is consistent with the findings of Guardia et al.,% who
reported values for i, , averaged over the first and the sec-
ond hydration shells around monovalent ions.

The hydrogen profiles (bottom) reach a plateau on the
left corresponding to exactly one hydrogen bond per hydro-
gen atom. This value is larger than in bulk water (where we
find 3.47/4 = 0.87 hydrogen bonds per hydrogen atom). The
bulk and the plateau on the left are separated by a small trough
in the case of kosmotropic cations, whereas the chaotropic
cations show a smooth transition from the plateau to the bulk
value. The same trough arises again in the second hydration
shell. The first trough occurs on the outside of the first shell
while the second one is located on the inside of the second
shell. These troughs indicate that these positions, in combina-
tion with the preferred orientation of the water molecules, are
not optimal for hydrogen atoms to form a hydrogen bond with
neighboring water molecules. This is discussed in more detail
later in this section.

Each of the oxygen profiles (middle) shows a significant
decrease in the first hydration shell with respect to the bulk
value. A clear difference is seen between the monovalent and
bivalent ions; the oxygen atoms in the first hydration shell
around a monovalent cation receive hydrogen bonds, which is
not the case for the oxygen atoms in the dense hydration shell

around the bivalent ions. A highly structured cage of water
molecules around the bivalent cations was implied by the thin
and high peaks in Figure 2(b). The result in Figure 4(a) re-
veals that this cage is not kept together by hydrogen bonds,
which implies that the electrostatic interactions between the
ion and the water molecules are alone responsible for the first
hydration shell around the bivalent ions. On the other hand,
electrostatics and the hydrogen bonds both play an important
role in the first hydration shell around the monovalent ions.
Hence, the hydrogen bond network around Na™ deviates from
that around the bivalent ions, while the other structural prop-
erties showed a close similarity between Na™ and the bivalent
cations.

Multiplying the profiles shown in Figure 4(a) with their
corresponding RDFs results in the radial density of hydrogen
bonds shown in Figure 4(b). Most of the ions show a large
density of receivers in the first hydration shell, which is bal-
anced by a large density of donors in the second shell. How-
ever, the Na™-profiles deviate from this picture and show a
large density of both receivers and donors in the first hydration
shell. This result indicates that many of the water molecules
close to Na™ form hydrogen bonds with other molecules in
the same shell. Water molecules in the first shell around other
cations form hydrogen bonds primarily with water molecules
in the second shell.

In order to further study the effect of ion valence, the hy-
dration structure of Sr>* was compared with that of a mono-
valent ion having the same Lennard-Jones parameters (Ta-
ble S I in the supplementary material).*’ Figure 5 shows
the radial structure around Sr’>* (top), as well as around its
monovalent equivalent (bottom). The figure shows the cation-
oxygen (gy,) distribution in black, cation-hydrogen (gy;) in
red, and /iy in green. The dashed lines indicate bulk val-
ues while the blue and magenta lines are the decomposition
of 7ip into the number of hydrogen bonds per oxygen (re-
ceiver) and per hydrogen (donor) atom. The magnitudes of
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FIG. 5. Radial distribution function and hydrogen bonding distribution of
Sr?* (¢ = 2) and a monovalent ion (¢ = 1) with identical Lennard-Jones pa-
rameters (o = 3.1 A and € = 0.25 kcal/mol). The strontium curves (g=2)
are shifted 5 up for visibility. The figure shows the cation-oxygen (gy,,) in-
teraction in black, cation-hydrogen (g,,) in red, and the number of hydrogen
bonds per oxygen atom (71, ;) in blue. The dashed lines indicate bulk values.
The blue and magenta lines are the decomposition of 7i ,  into the number of
bonds per oxygen (receiver) atoms and per hydrogen (donor) atom.

the peaks in gy, and gy, are smaller for the monovalent
ion. Moreover, the positions of the extrema are further away
from the ion and the energy barriers between the hydration
shells are lower (seen from calculating the potential of mean
force, as explained previously). A lower energy barrier would
correspond to a shorter average residence time (this will be
discussed in Sec. IV). Overall, the monovalent ions are less
kosmotropic than their bivalent equivalent. Figure 5 also con-
firms that a smaller charge allows for more hydrogen bonds
per oxygen and hydrogen atom close to the ion. The strong
electrostatic interactions around a bivalent ion result in a very
dense hydration shell with a smaller radius than those around
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monovalent ions of the same size. The large density of the
shell and the strong electrostatic interactions reduce the rota-
tional freedom of the water molecules, such that they cannot
orient themselves to favor the formation of hydrogen bonds.
Furthermore, the RDFs indicate that the inner part of the hy-
dration shell is depleted of hydrogen atoms to bond with. This
implies a highly preferred orientation of the water molecules
with respect to the cation. Finally, the larger curvature of the
smaller hydration shell could make it increasingly difficult
for neighboring water molecules to adopt an orientation rela-
tive to each other that allows for the formation of a hydrogen
bond. Confirming this argument would require further inves-
tigation. Instead, we focus in what follows on the suggested
relation between hydrogen bonding and the orientation of wa-
ter molecules relative to a hydrated cation.

Lee and Rasaiah® showed that the smearing of the ori-
entation distribution of water molecules around monovalent
cations increases with their Lennard-Jones diameter. Here we
will confirm this observation and also look at the influence of
the ion charge and the Lennard-Jones energy parameter. Two
angles are used to describe the orientation of a water molecule
with respect to a cation.’%° The first angle 6 is defined as
the smallest angle between the dipole vector of the water
molecule and the axis intersecting the cation and the oxygen
atom. The other angle ¢ is spanned by the cation-oxygen in-
teraction vector and the vector from the oxygen to the hy-
drogen atom that makes the smallest angle with the cation-
oxygen vector. Figure 6 shows the probability distributions
of the angles 6 and ¢ that describe the orientation of water
molecules in the first hydration shell around a cation. The dis-
tributions that correspond to the monovalent ions are consis-
tent with those reported by Lee and Rasaiah.®® Furthermore,
the narrow angle distributions of the bivalent ions confirm the
expected enhanced structural ordering. The dashed black lines
correspond to the monovalent ion with the Lennard-Jones pa-
rameters of strontium. The angle probability distributions of
this ion overlap with those of K*, as do their RDFs (see
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FIG. 6. Probability distribution of the orientation angles 6 (a) and ¢ (b) of water molecules in the first hydration shell around a cation at infinite dilution. The
definitions of the angles are shown in the right upper corner of the figures. The different colors of the lines correspond to the cations species in the chloride
solutions: Na™ (blue), KT (red), Cs* (magenta), Ca®>* (green), and Sr?* (black). The red dashed lines correspond to potassium with a stronger Lennard-Jones
energy parameter € = 1, while the dashed black lines correspond to a monovalent ion with its Lennard-Jones parameters equal to those of strontium.
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10

FIG. 7. RDF and hydrogen bonding distribution of K* (¢ = 0.1 kcal/mol)
and an ion with a much larger Lennard-Jones energy parameter € = 1.0
kcal/mol (but the same size and valency). The curves corresponding to the
latter ion (e = 1.0) are shifted 5 up for visibility. The figure shows the cation-
oxygen (gy,) interaction in black, cation-hydrogen (gy;) in red, and i,
in green. The blue and magenta lines are the decomposition of 7i ; , into the
number of bonds per oxygen (receiver) atoms and the number per hydrogen
(donor) atom, respectively. The green dashed lines indicate the number of hy-
drogen bonds per water molecules in pure bulk water, and the black dashed
lines indicate the bulk limit of the RDF, g(r) = 1.

Figures 2(b) and 5). This similarity in structure between ions
with different Lennard-Jones parameters implies that the dif-
ference between the Lennard-Jones diameters might be coun-
terbalanced by a difference in the energy parameters. In or-
der to study the influence of the energy parameter, an ion is
introduced with the same charge and diameter as potassium
but with a Lennard-Jones energy parameter that is ten times
larger: ¢ = 1.0. The data corresponding to this ion is repre-
sented by the red dashed lines in Figure 6 and the radial struc-
ture is shown in Figure 7. The effect of the Lennard-Jones
energy parameter on the hydration structure is indeed very
similar to the effect of the diameter. We find that a small ion
with a large interaction strength € can have a similar solva-
tion structure as a large ion with a small interaction strength,
despite the obvious difference between the Lennard-Jones po-
tentials of both ions. The radius of the hydration shell and the
charge density of ions thus depends on all three parameters
discussed here: o, €, and q.

The angle distributions have also been calculated from
the simulations data with 0.3M ion concentration. Averaging
the data over all cations present in the system results in a more
smeared distribution since nearby ions disturb the structure of
the hydration shells. When we exclude the ions that are within
10 A of another ion, we obtain the same ion-solvent angle
distribution as in the case of infinite dilution.

IV. DYNAMICS

It was already mentioned in Sec. III that the RDF can
be used to gain insight in the energy needed to enter or
leave a hydration shell. This information, in the framework
of the transition state theory, can be used to estimate the
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corresponding characteristic time. Notwithstanding the con-
venience of such an approach, it does not alleviate the need
for directly studying the dynamics of the system.

A. Self-diffusion

The self-diffusion coefficient D of ions and water in aque-
ous solutions can be calculated using the Green-Kubo for-
malism, which requires the evaluation of the atomic velocity-
autocorrelation function. This expression can equivalently be
written in terms of a mean squared displacement, called the
Einstein relation.”” We evaluated the Einstein relation for the
ions and water to calculate the diffusion coefficients of the
different species present in the fluid. Figure 8 shows the self-
diffusion coefficients D as a function of the ion concentration.
The full lines are for the cations, the dashed lines are for the
anions, and the dashed-dotted lines are for the oxygen atoms
of water. The self-diffusion coefficient for pure TIP4P/2005
water (D = 2.35 x 10~° m?/s), which was measured in a sim-
ulation box of 50 A, is consistent with the value predicted by
Tazi et al.'® The self-diffusion coefficient of water decreases
when ions are added to the solution and continues to decrease
with an increasing salt concentration. The strongest decrease
is seen for Na®t, Ca2t, and Sr2*, while a smaller decrease
is seen for electrolyte solutions that contain K* or Cs*. The
fact that the water becomes less diffuse with increasing ion
concentration indicates that the electrolytes reduce the mobil-
ity of the water molecules, for example, by forming hydra-
tion shells; when ions diffuse together with their surround-
ing water cage it reduces the overall mobility of the water. If
the ions indeed enhance the fluid structure, then the velocity-
autocorrelation functions of the ions are expected to show
oscillations rather than a monotonic decay to zero. This is
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FIG. 8. Self-diffusion coefficients D as a function of the electrolyte concen-
tration: (full lines) cations, (dashed lines) chloride, and (dashed-dotted lines)
oxygen atoms of water for all electrolyte solutions. The different colors of the
lines correspond to the cations species in the chloride solutions: Na*t (blue),
K* (red), Cs* (magenta), Ca®* (green), and Sr>* (black). The diffusion co-
efficients are calculated from the mean squared displacement (MSD). The
standard error is denoted by the error bars.
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confirmed by Figure S4 in the supplementary material,’
showing oscillatory structures in the velocity-autocorrelation
functions for Nat, Ca2*, and Sr2*. A slower and more mono-
tonic decay to zero is observed for Kt and Cs*. The slower
decay of the correlation function of Cs* could be due to the
fact that this ion is much heavier than K*. The self-diffusion
of the ions also shows a difference between the behavior of
Nat, Ca?*, and Sr** on the one hand, and K* and Cs*
the other. The self-diffusion coefficients of K* and Cs™ are
close to those of water while Nat, Ca?t, and Sr2* show much
slower diffusion. This observation is consistent with the result
for monovalent ions presented in Ref. 88. This result indicates
that the kosmotropic ions (plus their hydration shells) have
a larger effective friction than the chaotropic ions, which do
not hold on as tightly to their hydration shells. The ion diffu-
sion coefficients are lower than experimentally measured dif-
fusion coefficients reported in the literature.*°'="*> This was
also observed by Walter et al.,”* who compared the diffusion
of Nat and C1™ in three different water models. The diffusion
coefficient of pure TIP4P/2005 was closer to the experimen-
tal value than those calculated for SPC/E and TIP4P water.
However, when ions were present, the diffusion coefficients
of the ions in TIP4P/2005 were smaller than those measured
in experiments and in simulations with SPC/E or TIP4P. Ion
force field parameters optimized to be used in combination
with TIP4P/2005 could perhaps be more successful in closely
reproducing experimental diffusion coefficients.

The fact the diffusion coefficient of the water molecules
decreases with an increasing ion concentration (we will re-
fer to this behavior as structure making) for each of the
solutions is a known discrepancy between simulations and ex-
perimental measurements. Indeed experimental data suggests
that the opposite trend (corresponding to structure breaking
behavior) is also observed. Kim et al.?! compared different
water models and simulation parameters, and found no struc-
ture breaking behavior. They remarked that molecular mod-
els are commonly developed by choosing a functional form
and optimizing the parameters. Such an approach does not
guarantee that the functional form of the resulting model is
suitable to reproduce the transport properties of electrolyte
solutions. Also polarizable force fields have not shown to be
successful in reproducing the correct qualitative trends in the
diffusion coefficient of electrolyte solution.>® The problem of
anomalous self-diffusion coefficients of aqueous solutions in
MD simulations has been revisited recently by Ding et al.?
They compared results of classical MD and ab initio molecu-
lar dynamics (AIMD) simulations for CsI and NaCl solutions
with a salt concentration of 3M. The AIMD simulations were
able to qualitatively reproduce the structure breaking behav-
ior for a CslI solution (i.e., an increasing diffusion coefficient
with increasing salt concentration) observed in experiments.
No striking differences were observed between the radial dis-
tribution functions calculated from AIMD and classical MD.
The authors found a dynamic heterogeneity in the AIMD sim-
ulations which is not present in the classical MD simulations.
As a result, it was suggested that this feature is crucial to re-
produce structure breaking behavior. These recent findings il-
lustrate that the ability of simple classical models to correctly
reproduce experimental diffusion coefficients requires further
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study. Dynamics is often overlooked in the development of
force fields. The functional form of current classical potentials
are often chosen a priori , while the corresponding parame-
ters are optimized to reproduce structural or thermodynamic
quantities.

B. lon-ion and ion-water pairing dynamics

The ion-ion and ion-water pairing dynamics can be stud-
ied via the widely applied definition introduced by Impey,
Madden, and McDonald.® These authors defined a residence
function yx (¢) as the time correlation of a binary switch Py
that indicates if ions i and j are a pair at time #:

X() = Z Z (P;(O) P, (1)), )

i=1 i=j

where Ny is the number of cations and Ny is the number of an-
ions or water molecules, depending on which pairing function
is calculated. The angular brackets in Eq. (2) denote that the
correlation function is averaged over multiple trajectories.”®
Ions i and j are considered “paired” if the distance between
them is in the first shell of the corresponding RDF (Figure 2).
A tolerance time of 2 ps is implemented to allow for a tempo-
rary separation directly followed by a return to the first shell.
We define a normalized residence function ¥(¢) = x(¢)/x(0)
by dividing x(¢) by the number of pairs at its origin y (t = 0)
such that %(0) = 1. Hence, %(¢#) can be interpreted as the
probability that a pair exists at a time 7, knowing it exists at
a time t = 0. The MRT of an ion-ion or ion-water pair can
be non-uniquely calculated from ¥(¢#). The most commonly
used definition for the MRT is the time integral over the resi-
dence function.®2%°7 This definition of the MRT is based on
the assumption that the residence function decays exponen-
tially, in which case the time integral equals the decay rate of
the exponent. However, the assumption of exponentially de-
caying correlations tends to be inaccurate at short times for
dense liquids,”® such that the integral over the residence func-
tion loses its physical interpretation of being the decay rate of
the exponential.

Here, we propose an alternative definition, which is easy
to calculate and physically meaningful regardless of the func-
tional form of the residence function. We define the residence
time 7 in terms of the first moment of a probability distribu-
tion function that can be derived from x (7). If we consider an
initial (ensemble averaged) set of ion-ion or ion-water pairs
given by x(0), the rate of dissociation of these pairs is B(?)
= dx (t)/dt. Since the total number of pairs in an equilibrium
bulk fluid is constant in time (apart from statistical fluctua-
tions) the function of association and dissociation have to be
time-symmetric, so that the association rate of the same set of
pairs is given by A(f) = B(—f). The average life time distribu-
tion L() is then given by the convolution product A(¢) * B(?),
normalized to produce a probability distribution. The first mo-
ment of L(¢) then defines a mean life time (MLT) t of pairs:

T = /oo tL(t)dt. 3)
0
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FIG. 9. Life time L(z) functions for the cation-anion (a) and cation-oxygen (b) pairing for the different chloride solutions and concentrations. The dashed-dotted
lines correspond to a molar concentration of 0.3 M, the dashed lines to 0.6 M, and the full lines to 0.9 M. The different colors of the lines correspond to the
cations species in the chloride solutions: Na™ (blue), KT (red), Cs* (magenta), Ca2t (green), and Sr2* (black). The insets in the figures show the corresponding

residence functions ¥ (¢).

Note that the definition of the first moment generally has a
normalization term, which we can discard because our life
time function is already normalized. The resulting MLT will
be twice the MRT value calculated from a function that only
represents the forming or breaking of pairs. This definition of
the residence time can be applied to a wide range of prob-
lems since it does not rely on assumptions about the decay
of the correlation function. However, the calculated residence
time can become sensitive to the chosen value for the toler-
ance time as discussed by Laage and Hynes.” The residence
time is said to be particularly sensitive to the tolerance time
when energy barriers are low. This would correspond to sit-
uations in which the residence times are short, such that the
residence time and the tolerance time become of similar mag-
nitudes. While this could be seen as a weakness of the defi-
nition of the residence time, the physical interpretation of the
residence time as the “time spent in the first hydration shell”
becomes arguable when the hydration shells are not clearly
distinguishable anymore (i.e., when the barrier between them
flattens).°

Figure 9 shows L(¢) and j(¢) for each of the electrolyte
solutions. The cation-anion pairs are shown in Figure 9(a)
while Figure 9(b) shows pairing between cations and the oxy-
gen atoms of water molecules. The pairing times show reason-
able agreement with values reported in the literature,?” %%
although a direct quantitative comparison is not possible since
the details of the simulations are different. The MLTs are
listed in Table S IV in the supplementary material.*’ A weak
increase in the MLT is seen as the ion concentration increases,
which is consistent with data in the literature.”’ Na*, Ca’*,
and Sr** (which are kosmotropic) show much longer pair-
ing times (both with water and chloride) than K and Cs™
(which are chaotropic). This observation is consistent with
the separated shells in the corresponding RDFs, which indi-
cate large energy barriers associated with the dissociation of
a pair. The ordering in the pairing times of Na*, K*, and Cs™
reveals an inverse proportionality to the ion size. Furthermore,

the effect of electrostatic interaction becomes clear from the
large pairing times of the bivalent ions. This qualitative rela-
tion between charge density and pairing time is simply under-
stood by the fact that the electrostatic interactions with neigh-
bors can be strong if the distance is small or the ion charge
large (as explained in Sec. III A). Apart from the ordering
of cation-anion or cation-oxygen pairing time, we also find
that the cation-anion MLT for K+ and Cs™ is greater than the
cation-oxygen MLT, while the opposite is true for Na*, Ca>*,
and Sr?*. This qualitatively confirms that the former group of
(chaotropic) cations does not favor to be surrounded by wa-
ter molecules and thus forms ion pairs, while the latter group
favors to be surrounded by water. This is consistent with the
cation-anion coordination numbers in the inset of Figure 2(a).
We furthermore observe that the ions with the shortest pairing
life time show the slowest relaxation in the velocity autocor-
relation function (Figure S4 in the supplementary material).*’

The ion-ion residence functions show approximately ex-
ponential behavior. This could be explained by the low ion
concentration; which causes the ion-ion correlation to exhibit
some characteristics of a dilute gas. In a dilute gas, fewer
relaxation modes are active, which causes many correlation
functions to decay exponentially with time.”® This argument
is not valid for the ion-water correlations and a closer look at
the data reveals that the residence functions for K* and Cs™
deviate further from exponential behavior than those for the
other ions. This is consistent with the non-exponential short
times behavior observed in correlation functions of dense
liquids.”® This indicates a different (possibly inertial) mode
of relaxation, that is negligibly short compared to the pairing
times of Nat, Ca?*, and Sr** but can be more relevant for
the other cations. However, we find that the exponential mode
still dominates for each of the cations. This is found by rescal-
ing the horizontal and vertical axes of the life time distribution
functions by their respective MLT; this gives an almost perfect
overlap of the distributions, which implies that the residence
functions are described by the same functional form (shown
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in Figure S5 in the supplementary material).*” This could be
the case if multiple modes appear at a fixed ratio, but more
likely is a scenario in which a single (exponential) mode dom-
inates. It is important to note that our definition of the MLT
can be applied without loss of physical significance to other
problems, such as the MLT of hydrogen bonds, for which cor-
relation functions show a non-exponential decay.”7%83

C. Shear viscosity

Water is incredibly viscous compared to other solvents
with a comparable molar mass.'’ This is mainly assigned
to the large amount of structure and hydrogen bonding in
water. Structure making ions are expected to increase the
shear viscosity while structure breakers should decrease it.
The diffusion coefficients in Sec. IV A showed that only
structure making behavior is observed in our simulations.
This is in agreement with the data by Kim et al.,*! who com-
pared experimentally measured self-diffusion coefficients
and shear viscosities to those calculated computationally.
The authors found that each of the computational water
models considered predicted structure making behavior for
electrolytes which are experimentally shown to be structure
makers. Other simulation studies also predominantly show
decreasing self-diffusion and increasing viscosity with
increasing ion concentrations.’>!"" Figure 10 shows the
shear viscosities of the aqueous electrolytes. The viscosities
are calculated via the Green-Kubo formalism containing the
pressure-autocorrelation (PACF) function:

t

n=lim -— (P, ()P, (0)) dt, “)
tmax_)oo B 0 :
where ¢, should be chosen large enough such that the

PACF has decayed multiple order of magnitude with respect
to its initial value. The PACF is shown in Figure S6 in the

1.257

09 ] rTTTrTTrTTT T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T
0 0.2 0.4 0.6 0.8
¢ [M]

FIG. 10. Shear viscosity for the aqueous electrolytes. The legend indicates
the cations while the anion for all simulations is C1~. The uncertainties in
the data are not shown for the sake of visibility. The maximum standard er-
ror of the data is 0.05 mPas. The different colors of the lines correspond
to the cations species in the chloride solutions: Na™ (blue), K* (red), Cs*
(magenta), Ca>* (green), and Sr>* (black).
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supplementary material.*’ The shear stress P, is calculated
every 5 fs and the integral is evaluated until 7, = 5 ps.
The decay of the PACF is much slower than that of the
velocity-autocorrelation function (which decays to zero in
approximately 1 ps), so that the viscosity calculation is much
more computationally expensive. The maximum standard
error of the data in Figure 10 is 0.05 mPas (error bars are not
shown in the figure for the sake of visibility). Table S V in the
supplementary material*’ shows the viscosity values as well
as their standard errors. Note that instead of the Green-Kubo
formalism, one could calculate the non-equilibrium shear
viscosity by applying a constant shear rate to the fluid and
calculating the resulting shear stress. Extrapolating these
results to a sufficiently small shear rate results in the limiting
case of the equilibrium shear viscosity.'9”1%® Figure 10
shows that the shear viscosity increases with increasing
ion concentration for each electrolyte, but the least for the
chaotropic ions (K™ and Cs™). These increasing trends with
ion concentration confirm the structure making behavior of
the different electrolytes considered in this work. Note that
the molarity refers to the number of anions in the system,
whereas the number of cations depends on their valency (as
explained in Sec. II). Thus, the shear viscosities of the solu-
tions with bivalent cations increase stronger with increasing
salt concentration than that of the solutions with monovalent
cations (despite a smaller number of cations being present in
the system). On the other hand, while fewer bivalent cations
are present, they mostly occur in a dissociated state, as shown
in our previous results. Dissociation is preferable due to the
fact that the small bivalent cations interact stronger with water
than with chloride ions. This strong electrostatic interaction
creates a structured and stable (long life time) hydration shell,
which increases the shear viscosity of the electrolyte solution.

V. CONCLUSIONS

Molecular simulations have been used to study the struc-
ture and dynamics of conventional and radioactive aque-
ous electrolytes. Chloride (C17) solutions with five different
cations (Nat, Kt, Cst, Ca?t, and Sr21) at three different ion
concentrations (0.3M, 0.6M, and 0.9M) have been compared
with the intention to identify the differences between the elec-
trolytes and to study the effect of ion concentration on struc-
ture and dynamics. The selection of ions was based on ad-
dressing the problems of radioactive waste in (sea)water, and
the fact that biological systems often mistake Cs* for K* and
Sr?* for Ca’*.

Overall, the structural differences between Kt and Cs*
and between Ca’>* and Sr** are very small. The former ions
are chaotropic and interact weakly with surrounding water
molecules due to small electric charge and a relatively large
ion size. This result is consistent with the description given
by Chandler'™ in terms of the solvation free energy. On the
other hand, Ca?tand Sr** are kosmotropic, small, and biva-
lent. These ions form a strong hydration shell, which in turn
strongly affects their transport properties. We have shown that
the hydration shells around the different cations are kept to-
gether in different ways. The hydration shells around Ca>*and
Sr?* are held together by strong electrostatic forces. The
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combination of their bivalent charge and small diameters re-
sult in a small dense hydration shell. The rotational freedom
of water molecules in the first hydration shell is limited, which
prohibits many of the oxygen atoms of these molecules to
form hydrogen bonds with other water molecules. On the
other hand, K™ and Cs* have weaker electrostatic interac-
tions with surrounding water molecules. This allows the wa-
ter molecules more freedom to be oriented in such a way that
more of the oxygen atoms in the first hydration shell can form
hydrogen bonds with water molecules in the second hydra-
tion shell. Na™ behaves mostly similar to the bivalent ions,
owing to the fact that this small monovalent ion also has a
relatively large charge density. However, we found that the
water molecules in the hydration shell around Na* can form
hydrogen bonds with other water molecules in the same shell,
which is not the case for any of the other cations studied here.

The self-diffusion coefficients of ions and water
molecules were calculated, as well as the ion-ion and ion-
water pairing times and the shear viscosity. The diffusion and
viscosity showed a self-consistent picture of structure-making
behavior for all ions. K™ and Cs* affect the transport proper-
ties less than the other ions. We proposed a formulation for the
MLT of a pair. This formalism is easy to apply and not based
on an assumption about the functional form of a correlation
function. Therefore, it contains its true physical interpretation
as the average life time of a pair, regardless of the problem at
hand.

Our results are consistent with the conclusions drawn by
Fennell et al.' for monovalent ions. First, large ions of op-
posite charge tend to associate with each other, despite the
weak electrostatic interaction between them. This is a con-
sequence of the fact that these ions have weak interactions
with water. The ion pair is held together by a cage of wa-
ter molecules which holds for a short period of time. Second,
pairing between small cations and large anions is not favor-
able, as seen by the small ion-ion coordination numbers. We
extended these conclusions further by investigating the role of
ion valence. It was found that Ca?*and Sr?* rarely form pairs
with C1~. This can be explained by the same argument why
small cations and large anions dissociate; the interactions be-
tween the cation and the nearby water molecules are stronger
than the ion-ion interaction. Collins® ordered possible com-
binations between monovalent kosmotropes and chaotropes
based on the interaction strengths. This ordering is represen-
tative of the affinity to form ion-ion pairs. Our data show that
the order suggested by Collins remains valid for bivalent ions
if the terms of kosmotropes and chaotropes are interpreted as
ions with a large and small charge density, respectively.

The confusions in nature between Cs™ and Kt and also
between Sr2t and Ca?t are understandable, based on each
of the structural and dynamic properties studied in this pa-
per. Regardless, a few small differences were observed. The
difference in decay of the velocity-autocorrelation functions
of Kt and Cs* indicates that the large (more than a fac-
tor 3) difference in mass (and thus inertia) could maybe be
used to separate these similar cations. The same is true for
Sr*t and Ca**, where the atomic mass of Sr*t is more than
twice that of Ca?t. Furthermore, Sr** and Ca%* show a dif-
ferent coordination number per surface area. This difference
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could perhaps be used to separate these ions selectively. It
would be easier (but not always desirable) to remove ions
non-selectively. This can be done in a bulk liquid using, for
example, plutonium uranium redox extraction (PUREX),'%
hydrogels,* 1% or algae.'””-1%® However, the typically small
concentrations of contaminants make these approaches very
inefficient. Furthermore, they tend to be more suitable for re-
moving chaotropic ions than kosmotropic ones (such as stron-
tium). Microporous materials, such as a zeolite or clays, can
also be used to remove contaminant in a slightly more selec-
tive manner.*> %% 110 Regardless, the need for improving such
materials and finding more efficient and selective approaches
remains.
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