How Ion Condensation Occurs at a Charged Surface: A Molecular Dynamics Investigation of the Stern Layer for Water–Silica Interfaces
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ABSTRACT: We investigate the Stern layer of charged silica−water interfaces by calculating the ion−surface interaction from molecular dynamics simulations. The McMillan−Mayer potentials of mean force between a charged oxygen site and a lithium or cesium cation have been calculated. Contact ion pairs (CIPs) are important for the adsorption and desorption of ions, especially for lithium. An activation energy appears, which can result in a large estimated relaxation time. In the case of lithium, time scales needed to bind or unbind ions to and from the surface are found to be very long (up to the order of seconds for some surfaces), which implies that molecular dynamics cannot always be fully equilibrated. This work provides a new image of the Stern layer: it is not a continuous layer but a set of Bjerrum pairs. As a matter of fact, quantitative (macroscopic) treatments of such systems with localized surface charges require a three-dimensional model, contrary to the more commonly used one- or two-dimensional theoretical treatments.

1. INTRODUCTION

Charged nanoporous materials attract considerable attention because of their use in numerous applications: water purification, ion retention, drug delivery, sensors, and energy storage, among others. Within this context, the description of the electrical double layer (EDL), which represents the charge distribution in the vicinity of a charged surface in water, is very important.1 Since the pioneering approach by Gouy and Chapman, based on the Poisson−Boltzmann equation, many improvements have been proposed. It is now widely accepted that far away from the interface charges are distributed along a diffuse layer, which can be modeled by continuum models (such as the original Gouy−Chapman approach).1 However, at contact with the interface, the molecular nature of the constituents (solvent and ions) becomes predominant, and a specific treatment is needed, deviating from the Gouy−Chapman approach. Numerous works have been devoted to studying the first layer of condensed ions, which can be adsorbed on the surface.2,3 Such adsorbed ions are typically described with the concept of the Stern layer.

When looking at the charge of solid surfaces, a distinction can be made between the two following situations. On the one hand, for some systems, the charge can be modeled as a volume charge that comes from an excess of cations or anions. For these systems, such as clays,4−6 continuum theories such as the Gouy−Chapman equation are suitable when compared to molecular simulations or experiments. On the other hand, for many other solids, including metal oxides such as silica, the charge arises from the hydrolysis of the metal atom to M−OH and the consequent binding or dissolution of H+ ions. In this case, the charge is highly localized at surface sites, and the corresponding Stern layer2,3 requires a specific treatment since continuum theories are no longer valid. The system is then commonly modeled using effective parameters (zeta potential, effective charge) that account for the complex ion/surface interactions. Such a task is even more difficult to achieve as the ion distributions can be very different in the case of a homogeneously charged surface from the case of a locally charged surface.7,8
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Among the materials falling in the second category above, silica is probably the most studied because of its ubiquitous nature.\textsuperscript{20–25} Silica–water interfaces can be neutral or charged, depending on the composition of the water, especially the pH, which controls the ionization of the silanol groups. The average surface charge, as well as the charge distribution, are important parameters in the description of such systems. In this article, we study charged silica–water interfaces in order to understand how the specifics of the Stern layer depend on the adsorption energies and binding times of ions at charged sites. When charges result from substitution of charged atoms inside the solid, e.g., for clays, the electrostatic interactions with solvated ions are small due to a large minimum approach distance between the ions and the charged sites; i.e., the solvated ions cannot penetrate into the solid. On the other hand, when a surface charge results from the presence of small charged atoms in direct contact with the electrolyte solution, such as the functional groups at the silica surface, the local electrostatic field is very strong, and the adsorption phenomenon is difficult to model. In this work, we study situations in which the localized charge leads to strong electrostatic interactions. One of our main purposes is to use molecular dynamics simulations to study how to include these strong interactions in a comprehensive model.

A surface bears a net charge that arises from the balance between protonation and deprotonation of the surface. If we consider an oxide surface (such as amorphous silica) having a silanol density up to $5 \text{ nm}^{-2}$,\textsuperscript{2,16} a fully deprotonated surface (which would occur at high pH) would result in a surface charge density of $-0.8 \text{ C m}^{-2}$. However, at near-neutral pH, partial deprotonation tends to occur to an extent that also depends on other environmental conditions. Titration experiments give the amount of protons exchanged with cations in the solution. Typical values resulting from such an exchange are around $-0.15$ to $-0.10 \text{ C m}^{-2}$.\textsuperscript{27} Contrary to the assumption of the Gouy–Chapman approximation, the effective charge depends not only on the charge of the ions but also on their discrete nature.

Most of the numerous works on molecular modeling of silica have been devoted to neutral silica. For these systems, the silanol density allows the surface hydrophilicity to be controlled.\textsuperscript{18,19} The distributions and the dynamics of the surrounding water molecules depend on the surface roughness. Nevertheless, the domain in which the solvent molecules are directly perturbed by the surface is relatively small; the density near an interface typically shows two inhomogeneous layers beyond which bulk equilibrium and transport properties are recovered.\textsuperscript{20} Despite its significance for the applications mentioned above, the case of charged silica has received much less attention from a molecular simulation point of view. Care must be taken in how charge surface groups are modeled since this can greatly affect the electric double layer. Upon deprotonation of a silanol, the net local charge of the oxygen is $-1e$ ($e$ being the elementary charge), but this value does not directly give the charge used in molecular simulations. This net local charge can be distributed among surrounding atoms, as has been done in some studies.\textsuperscript{21,22} In contrast, some authors have validated a model in which deprotonated silanol groups do not carry a $-1e$ local charge.\textsuperscript{23} Considering the importance of charge repartition and the variety of the total charges in published results, we propose here a comparison between two charges for deprotonated silanol, namely, setting the charge to $-1$ or $-1.5e$ on the deprotonated oxygen.

Many recent molecular dynamics simulation studies of electrokinetic phenomena near charged silica–water interfaces have shown that ions are largely immobile close to the interface, where the water streaming velocity goes to zero.\textsuperscript{7,22,24,25} The macroscopic Navier–Stokes equation appears to be valid at a nanometer range, but the electrokinetic streaming velocity becomes strongly dependent on the fitted boundary conditions. Indeed, the external force on the fluid is proportional to the charge density of the mobile charges, while the immobile ions do not contribute to the streaming motion. Consequently, an accurate description of the counterion layer, including a robust description of the ion–surface interactions, is required in order to predict electrokinetic phenomena.

In this paper, we describe the Stern layer by calculating the potential of mean force (PMF) between a charged $O^-$ site at the silica surface and a counterion ($\text{Li}^+$ or $\text{Cs}^+$) solvated in water. The potential of mean force is of fundamental significance in order to describe the molecular nature of the Stern layer because many equilibrium quantities (effective charges, ionic exchange, mass action law constants ($K_i$), etc.) can be deduced from it by using the McMillan–Mayer formalism.\textsuperscript{26,27} This approach generalizes recent works on pairing in bulk electrolytes\textsuperscript{28–31} of ions at a solid interface. The concept of Bjerrum association represents a cation–anion pair that forms an electrostatic stable association or a contact ion pair (CIP). An electrostatic stable association can in fact be a CIP or a solvent-separated ion pair (SSIP). Both are referred to as a Bjerrum pair, which behaves as if it is a single neutral species in the solution. When ions are small or highly charged, cations and anions can form pairs that are stable for long times (depending on the nature of the ions).\textsuperscript{32} The formation of strong ion pairs between counterions and charged surface oxygens could impair the possibility to reach equilibrium at short times in molecular simulation. Determination of the McMillan–Mayer potential, as done in this paper, provides quantitative insights into this question.

The remainder of this paper is organized as follows. In Section 2, we introduce the details of the molecular dynamics simulations and describe the method used for calculating the potential of mean force between an ion and a charged surface. Section 3 presents our results as a function of the number of charged sites at the surface and the nature of the counterion. The calculated McMillan–Mayer potential of mean force is used in a simple density functional theory (DFT) in order to calculate the ion distribution profile at equilibrium. Finally, association constants and average binding and unbinding times are estimated from a simple approach based on the Fokker–Planck equation.

**2. METHODS**

### 2.1. Molecular Dynamics for Umbrella Sampling

We perform PMF calculations using molecular dynamics (MD) combined with the umbrella sampling technique (US). We consider the interactions between a solvated cation and a deprotonated silanol group at the silica surface. The MD simulations are performed in a periodic simulation box with dimensions $2.852 \text{ nm}$ for $x$ and $y$ and $5.0 \text{ nm}$ for $z$ (the direction normal to the silica surface). The width of the channel is approximately $4.0 \text{ nm}$ (**Figure 1**).

The interaction energy is given by the sum of short-range (nonelectrostatic) repulsive interactions and Coulombic (electrostatic) interactions. The short-range interactions are modeled through the Lennard-Jones (eq 1) potential and the
hydrophobic surface is completely deprotonated, while the two
against an “nm” Lennard-Jones formula (eq 2).

\[ U_{ij}(r_{jk}) = 4\epsilon_{ij} \left( \frac{\sigma_{ij}}{r_{jk}} \right)^{12} - \left( \frac{\sigma_{ij}}{r_{jk}} \right)^{6} \]  

(1)

\[ U_{im}(r_{jk}) = \frac{E_0}{n - m} \left( m \left( \frac{r_0}{r_{jk}} \right)^{n} - n \left( \frac{r_0}{r_{jk}} \right)^{m} \right) \]  

(2)

The parameters used for the short-range interaction potentials are
given in Table 1.

We used three surfaces of varying hydrophilicity which are
modified versions of previously published surfaces.19 The most
hydrophobic surface is completely deprotonated, while the two
hydrophilic surfaces are generated by adding silanols and
relaxing the surfaces using molecular dynamics. An important
issue for these surfaces is that in all siloxane bridges, namely
Si–O–Si, distances are very close to 0.16 nm. This distance is
the bulk value for silica, but we obtained it also for all surface
siloxanes. If the siloxane distances were too long, it would
increase the hydrophilicity. Water molecules, which are
modeled via the rigid three-point SPC/E model,32 are then
added in the channel. The temperature of the fluid is controlled
using a Berendsen thermostat36 with the target temperature of
300 K and a coupling time of 0.5 ps. The pressure is controlled
implicitly by fine-tuning the number of water molecules so that
the water density in the center of the box is very close to the
bulk density of SPC/E water. We reach a density of 33.428
water molecules per cubic nanometer, which is slightly above
but very close to (+0.5%) the SPC/E density at 1 atm.37

The silica is kept frozen in the course of the simulations. The
surfaces exhibit 1, 29, and 57 silanols to vary the hydrophilicity
(Figure 2). A single deprotonated silanol site is given a net
charge of −1e where e is the elementary charge. Given the
dimensions of the silica surface (2.852 nm²), this charge site
causes the surface to have a charge density of −0.02 C m⁻² (or
0.12 e nm⁻²). This is below the typical charge densities found
for silica surfaces with monovalent counterions.17 We consider
the interaction with the surface for two cation species: lithium
(Li⁺) and cesium (Cs⁺). These ions correspond to the lower
and upper ends of the alkali series, respectively. The PMF
calculations described below are between one of these two ions
and a charged surface oxygen atom, representing a deproto-
nated silanol.

The electrostatic interaction between an ion and the surface
depends in part on the charge of the deprotonated silanol.
Determining how much charge should be assigned to the
deprotonated oxygen atom is an open question. Indeed, some
authors use charge values in which the net charge of a
deprotonated silanol is not −1.0e.25 This subtle point has
important consequences on physical quantities such as
association constants, ion distribution, and eventually electro-
kinet.ics. For this reason, we perform a parametric study for the
net charge on the dangling oxygen (−1.5 or −1)e, aiming at
determining upper and lower boundaries for association
constants and dynamics. The two sets (C1 and C2) of charges
on silica atoms are given in Table 2.

All molecular dynamics simulations are performed with
DL_POLY38 using Verlet’s algorithm with a simulation time
step of 1 fs. The simulations are equilibrated for 1 ns followed
by a production run of 2 ns. Analysis was processed using
WHAM (Weighted Histogram Analysis Method) Version
2.0.9,39 Mathematica 8,40 and VMD.41

2.2. Potential of Mean Force via Umbrella Sampling.
The PMF between a substrate site and a free ion is a
McMillan–Mayer potential which corresponds to the potential
for a solute in a continuous medium. The latter can be
calculated using the Umbrella Sampling (US) procedure45–47
which produces the excess free energy as a function of one or
more variables (in our case the distance to the silica surface).
The US technique consists of imposing a harmonic potential
to constrain the movement of the ion, in order to allow sampling
states of the phase space that are energetically unfavorable.
Sampling is performed with the harmonic spring connected to
various locations (windows) to cover different distances to the
interface. Window spacing and stiffness are adjusted iteratively
such that the resulting series of sampled data covers the whole

Table 1. Short-Range Pair Interaction Potentials Used in the
Molecular Dynamics Simulations

<table>
<thead>
<tr>
<th>E₀</th>
<th>n</th>
<th>m</th>
<th>r₀</th>
<th>refs</th>
</tr>
</thead>
<tbody>
<tr>
<td>O₂</td>
<td>0.07790</td>
<td>15.49670</td>
<td>6.58589</td>
<td>4.33870</td>
</tr>
<tr>
<td>O₂</td>
<td>0.65819</td>
<td>11.61320</td>
<td>7.28875</td>
<td>3.70378</td>
</tr>
<tr>
<td>H₂</td>
<td>0.39202</td>
<td>7.85993</td>
<td>7.85989</td>
<td>2.92660</td>
</tr>
<tr>
<td>Si</td>
<td>0.03507</td>
<td>13.27250</td>
<td>6.71192</td>
<td>3.81270</td>
</tr>
<tr>
<td>O₂</td>
<td>0.47530</td>
<td>8.25792</td>
<td>8.25791</td>
<td>3.02920</td>
</tr>
<tr>
<td>H₂</td>
<td>0.48864</td>
<td>6.32666</td>
<td>6.32705</td>
<td>2.09800</td>
</tr>
</tbody>
</table>

The PN-TrAZ potential34 for water–surface interaction was
fitted against an “nm” potential.33 All other interaction potentials
are Lennard-Jones potentials with the cross terms obtained using the
Lorentz–Berthelot mixing rules. Energies are in kJ mol⁻¹, and
distances are in Å.

Figure 1. Side view of the periodic simulation box. For the substrate,
the oxygen and silicon atoms are shown in red and yellow. The
hydrogen and oxygen atoms of water in the channel are the white and
red spheres.
range of distances with a sufficient overlap between adjacent umbrellas. The spring stiffness ranges from 20 to 1000 kJ mol$^{-1}$ Å$^{-2}$. The sampling in each window provides biased simulation data that can be combined into an unbiased potential of mean force using the Weighted Histogram Analysis Method (WHAM).39

We simulate a situation in which an ion is located on top of a deprotonated oxygen site and moves only in the direction normal to the surface. Movement in the perpendicular directions is suppressed by a stiff harmonic potential imposed on the angle between the vector normal to the silica surface and the vector between the ion and the oxygen (see Figure 8). We checked thoroughly that the angle constraint does not impact the PMF profile, as will be demonstrated below. When US is performed between two ions in a bulk solution, the resulting potential $V_{US}(r)$ versus distance $r$ has to be corrected for an entropic term to yield the McMillan–Mayer potential $V^{MM}(r)$

$$V^{MM}(r) = V_{US}(r) + 2k_B T \ln(r)$$

where $k_B$ is Boltzmann’s constant and $T$ the temperature. This correction is needed because $V_{US}(r)$ is defined as the density probability as a function of $r$ (scalar variable), whereas $V^{MM}(r)$ is defined as the density probability as a function of $r$ (vector variable). Thus, an elementary volume $4\pi r^2$ has to be taken into account when relating the density of states $\mathcal{P}(r)$ (reconstructed from the US technique) to the McMillan-Mayer potential of mean force

$$\mathcal{P}(r)dr = \alpha_1 \exp(-\beta V^{US}(r))dr = \alpha_2 \exp(-\beta V^{MM}(r))4\pi r^2 dr$$

where $\beta = 1/k_B T$ and $\alpha$ are proportionality constants so that eq 3 is recovered (within a constant). In our case, we do not consider ion pairs constrained on the distance but also on an angle. The angle is constrained and not fixed, which means that it fluctuates around the imposed equilibrium value ($0^\circ$ with the normal to the surface; equivalently and for sake of clarity, we show a $90^\circ$ angle with the surface itself, see Figure 8). With such a geometry, the elementary volume is now $r^2 \sin(\theta) d\theta d\phi dr$ so that the probability density distribution is given by

$$\mathcal{P}(r) dr = \alpha \int \exp\left(-\frac{V^{MM}(r, \theta, \phi)}{k_B T} + V(\theta)\right) r^2 \sin(\theta) d\theta d\phi dr$$

where $V(\theta)$ is the potential energy of the angular constraint. The fluctuations in $\theta$ are assumed to be small so that the $\theta$-dependency of the McMillan–Mayer potential $V^{MM}(r, \theta, \phi)$ can be neglected in eq 5. The angular integration can thus be performed independently of $r$, and the entropic correction (eq 3) is the same as in the case of bulk solutions. Such a correction is mandatory to recover a constant potential at long distances.

2.3. Adjusting the Potential of Mean Force on the Coulomb Term. Umbrella sampling provides the relative free energy as a function of ion separation, where the long-distance separation is typically used as a reference energy state where interfacial effects are negligible. Since the US technique is computationally expensive, only relatively short distances are calculated in this way. This means that a reference state for the PMF has to be chosen independently to reconstruct the whole PMF. This can be done by assuming that the interaction energy beyond a certain distance is dominated by the Coulombic interaction between the ion and the deprotonated oxygen. Therefore, the potential of mean force goes to zero as the Coulombic potential becomes negligible. In this work, the potential of mean force is assumed to be equal to the Coulombic potential at separation distances beyond 1.1 nm.

When considering the electrostatic interaction between two ions, one can simply think of them as point charges. This simplified picture does not hold true for the interaction between an ion and a charged surface, since all surface atoms additively contribute to the electrostatic interaction between the silica and the ion. Only when the ion is sufficiently far from the deprotonated silanol, the total effective Coulombic interaction can be approximated by a punctual charge on the
deprotonated oxygen. For this reason, beyond 1.1 nm, the PMF is set to be equal to the electrostatic interaction between two punctual charges: the solvated cation and the deprotonated oxygen. In order to calculate the Coulomb energy as a function of distance, we use the dielectric constant for SPC/E water which has been estimated to be 72.4. Regardless of the charge assigned to the surface O in the DM model, the long-range part of the bulk PMFs fitted with an oxygen of charge $-1e$, because this charge is the genuine local charge upon deprotonation. Consequently, all PMFs are identical at long distances, as can be seen in Figures 4 and 6.

![Figure 4](image-url)

**Figure 4.** Li–O potentials for a $-1e$ charge on oxygen. An activation energy appears for adsorption.

### 2.4. Reference Bulk Potential of Mean force.

In addition to our surface-ion PMFs, we also show the corresponding ion-oxygen PMF profiles in bulk solution for the sake of comparison. For these systems, the oxygen is the bare O, as described in Table 1. Of course, this bulk O$_{c}$ is a virtual ion which is only considered for comparison purpose because O$^{-}$ is not stable in water. It should be mentioned that this virtual O$_{c}$ is very similar to fluoride ions which have similar Lennard-Jones parameters $\sigma = 3.168$ Å and $\epsilon = 0.836$ kJ/mol. Indeed, the PMF for the bulk O$_{c}$ compares favorably with published results for lithium-fluoride.

![Figure 5](image-url)

**Figure 5.** Li–O potentials for a $-1.5e$ charge on oxygen. A higher charge on oxygen tends to reduce the activation energy for adsorption.

### 3. RESULTS AND DISCUSSION

#### 3.1. Overview of Results.

The results for the two ions (Li and Cs) and the two charge sets are shown in Figures 4, 5, 6, and 7. Each figure contains four PMFs, corresponding to the three silanol coverages and the bulk PMF. As expected, increasing the silanol density increases the hydrophilicity of the surface. Each figure includes the Coulomb term which was used to adjust the potentials of mean force at long distances. At short distance, the Coulomb term is limited to typically $-7k_B T$. As mentioned previously, we use the dielectric constant of SPC/E water for the calculation of the Coulomb potential. However, in reality the assumption of a dielectric constant breaks down at a short distance. The used constant will be an overestimation, so that the importance of the Coulomb term in the total PMF is underestimated.

We observe a strong attraction in the case of the lithium–oxygen interaction (Figures 4 and 5). Such a contact ion pair (CIP) minimum is close to $-15$ and $-20$ kJ/mol for O$_{c}$ charge equal to $-1$ or $-1.5e$, respectively. As noted earlier, our results are comparable to LiF interaction as studied by Fennell because the fluoride and the oxygen have similar sizes. These authors showed that a small anion size leads to an increased interaction with small cations. This has important consequences for surfaces that bear charged oxygen atoms, which are likely to form strong bonds with small (or multivalent) cations. On other systems, such as self-assembled monolayers, which show no net charges, PMF profiles are much smoother.

Owing to its larger size, a much smaller attraction is found for cesium compared to lithium (Figures 6 and 7). In contrast to the oxygen–lithium interaction, an increase of the O$_{c}$ charge tends to repel the cesium ion as a result from the enhanced interaction between the water hydrogen and O$_{c}$. The CIP observed for bulk cesium increases for all surfaces typically by $10$ kJ/mol for $-1e$ charge and disappears for $-1.5e$ charge.

At intermediate distance (0.5 nm) the PMF oscillates around the Coulomb contribution for the $-1.5e$ charge on oxygen. A similar result is found for solvated ion pairs. It represents the various hydrations of the ion pair (CIP, SSIP, etc.). In contrast, profiles with the charge $-1e$ on the oxygen appear to be less attractive than the reference Coulomb profile at intermediate distance.

#### 3.2. Comparing Ion–Surface to Ion–Ion PMF Profiles.

We now compare for each surface the ion–ion and ion–surface PMFs. As already stated, the bulk profile was obtained for a pseudo charged ($-1e$) oxygen atom that is comparable to a fluoride ion. We first consider the case of lithium. For both oxygen charges, we find two minima in the bulk profile, while there are three minima in the ion–surface profiles. The amount of structure formed in the profiles increases with hydrophilicity (Figures 4 and 5) and is stronger near the surface than in the bulk. For cesium, we also observe a difference between the
profiles corresponding to the bulk profile and those corresponding to surface—ion profiles. We find that the surface is repulsive for cesium; the CIP is clearly seen in the form of the first minimum in the bulk PMFs, while this minimum tends to disappear in the ion-surface PMFs. As discussed above, this effect is more pronounced as the charge on the oxygen increases, due to the increased interaction with the water hydrogen (Figures 6 and 7). The same trend can be observed when changing the surface hydrophilicity. Since cesium ions are larger than lithium ions, the structure of the hydration shells around these larger ions is less pronounced than around smaller ions.32

3.3. Dependence of the Ion—Surface PMF on the Constrained Angle $\theta$. We determine the surface—ion interaction with the ion constrained on top of the charged atom. We compare the cases in which the ion is constrained to move only in the direction normal to the surface ($90^\circ$) or under a $45^\circ$ angle (Figure 8). There appears to be a difference between the binding energy in both cases (see Figure 9), while the qualitative features in the profiles remain similar.

![Figure 8. Side view of an ion—surface system, in two cases. The solvated ion can be maintained normal to the surface ($90^\circ$) directly on top of the charged oxygen site. This is the case in all of our calculations but one. In the latter case, in order to test the influence of the angle on the PMF, the ion is maintained with the angle $45^\circ$.](image)

![Figure 9. When the Cs—Oxygen—surface angle is reduced from $90^\circ$ to $45^\circ$, the PMF is qualitatively unchanged.](image)

3.4. Effect of Hydrophilicity on Binding. As described earlier, we use three surfaces with different silanol densities in order to discuss the impact of hydrophilicity on the interaction strength. Interestingly, this impact is found to depend on the ion under study. For lithium (Figures 4 and 5), increasing the hydrophilicity significantly deepens the CIP minimum, while for cesium the opposite trend is found (Figures 6 and 7). However, it should be mentioned that the PMFs do not change steadily with the silanol density in the case of the $-1.5$ charge, indicating that the trend in the data might be a consequence of the ions as well as the site-specific effect; all sites on the surface do not lead to the same PMF profile. A high silanol density reduces the effect of dehydration that occurs upon adsorption, therefore favoring lithium adsorption over cesium adsorption. Assuming that the hydration free energy for lithium is close to $125k_B T$,

small differences in this partial dehydration can account for the large energy variation observed in our results for lithium.

3.5. Lithium or Cesium: Which Ion Binds More Strongly? The binding energy of a solvated ion results from the balance of partial dehydration and adsorption energy. It is therefore not straightforward to make a qualitative estimate as to which atom should bind more strongly to a given surface. Figure 10 shows the PMFs for lithium and cesium (on the surface with medium hydrophilicity). It is established that the Gibbs solvation free energy is much larger for lithium than for cesium with a difference that is mostly due to the enthalpy contribution.31 At first sight, lithium ions bind more strongly than cesium ions, in spite of their higher solvation energy. The radius of lithium is smaller than the radius of cesium, which has a strong impact on energy at contact. When we use a reduced charge on surface sites ($-1\epsilon$), the ion surface interaction is reduced, but the impact is stronger on a small ion. The lithium is still the more strongly bonded ion in this case though. These results are in agreement with published results; for example, it is established that Na$^+$ ions bind more strongly than Cs$^+$.7 Binding can be characterized quantitatively with an association constant, as detailed in the next paragraph.

3.6. Self-Consistent Concentration Profile. The PMF represents the interaction of a single solvated ion with the surface. For solutions with a large ion concentration, interactions between ions can have an important effect on the adsorption properties and the resulting electric double layer. In order to study this effect, we consider the case with a 0.5 mol L$^{-1}$ ion concentration, where the fluid is confined in a channel of 2 nm wide (Figure 11). This corresponds to five cations in the channel. The ion-ion interaction is assumed to be purely electrostatic. Considering a simple density functional theory (DFT) and the local density approximation (LDA) for ions,32 the ionic concentration profiles can be calculated by solving self-consistently the following system of equations: Poisson’s equation

$$\Delta\psi(z) = -\frac{1}{\epsilon_0 \epsilon_r} \rho(z)$$

and Boltzmann’s law

$$\rho(z) = \rho_0 \exp\left(-\frac{V_{MM}(z) + e\psi(z)}{k_B T}\right)$$

where $V_{MM}$ is the PMF, $\psi$ the electric potential, $\epsilon_0$ and $\epsilon_r$ the vacuum and relative dielectric constant, $k_B$ Boltzmann’s constant, $T$ the temperature, and $\rho(z)$ the ion density. We

![Figure 10. Lithium binding is stronger than cesium binding (profiles repeated from Figure 5 and Figure 7).](image)
Stern layer formation. This formation appears to be the predominant mechanism in the association reaction which reads in the case of lithium to equations 6 and 7, which are one-dimensional (1D) equations. An association constant can be defined for this reaction. We use a Bjerrum-like association constant to characterize the ion–surface degree of association

\[ K_{d}(d) = \int_{0}^{d} dr 2\pi r^2 e^{-\beta\epsilon_{\text{MM}}(r)} \]  

The association constant depends on \( d \), the chosen limit to distinguish associated from dissociated pairs. We choose the second maximum of the potentials, namely 0.5 and 0.6 nm, for lithium and cesium, respectively (see \( x_1 \) and \( x_2 \) in Figure 11). These positions correspond to the first local maximum beyond the SSIP. We use \( 2\pi \) instead of \( 4\pi \) in the association constant formula (eq 9) because only half of the space is available for the solvent. When ion–ion interactions are estimated, the interaction potentials are spherically symmetrical, which is not the case for ion–surface interactions. Our results above show that the sensitivity of the PMF to the ion–surface angle is relatively small so that the association constant can be determined from the PMF along the surface normal.

Table 3 shows the calculated association constants. For the smaller charge on the deprotonated oxygen, the adsorption constant is a lower limit to the real value. When comparing results for different effective charges, we conclude that the association constant is very sensitive to the charge. The association constants in Table 2 confirm the intuition from the PMFs: lithium binds more strongly than cesium, and hydrophilicity increases lithium adsorption and reduces cesium adsorption.

3.7. Mean First Passage Times

3.7.1. Association Constants. We consider the association reaction which reads in the case of lithium

\[ \text{Li}^{+} + \text{O}^{-} \rightarrow \text{LiO}^{-} \]  

\( -q \) being the oxygen charge (see Table 2). An association constant can be defined for this reaction. We use a Bjerrum-like association constant to characterize the ion–surface degree of association

\[ K_{d}(d) = \int_{0}^{d} dr 2\pi r^2 e^{-\beta\epsilon_{\text{MM}}(r)} \]  

The association constant depends on \( d \), the chosen limit to distinguish associated from dissociated pairs. We choose the second maximum of the potentials, namely 0.5 and 0.6 nm, for lithium and cesium, respectively (see \( x_1 \) and \( x_2 \) in Figure 11). These positions correspond to the first local maximum beyond the SSIP. We use \( 2\pi \) instead of \( 4\pi \) in the association constant formula (eq 9) because only half of the space is available for the solvent. When ion–ion interactions are estimated, the interaction potentials are spherically symmetrical, which is not the case for ion–surface interactions. Our results above show that the sensitivity of the PMF to the ion–surface angle is relatively small so that the association constant can be determined from the PMF along the surface normal.

Table 3 shows the calculated association constants. For the smaller charge on the deprotonated oxygen, the adsorption constant is a lower limit to the real value. When comparing results for different effective charges, we conclude that the association constant is very sensitive to the charge. The association constants in Table 2 confirm the intuition from the PMFs: lithium binds more strongly than cesium, and hydrophilicity increases lithium adsorption and reduces cesium adsorption.

3.7.2. Mean First Passage Times. When an external field is applied to the system, the motion of ions is the cumulative result of streaming and diffusion (caused by thermal motion).
The association constant that has been introduced above is a static parameter, not sufficient to predict binding times under the influence of an external field. Instead we use the mean first passage time (MFPT), which is a dynamical quantity related to the average time needed for a particle submitted to an external field to leave a determined region.\textsuperscript{18,53} We calculate the MFPT for an absorbing ion in a 2 nm wide channel. Close to the interface, the surface exerts a force on the ion, which is the gradient of the (symmetrical) PMF shown in Figure 11. We consider a cation having a self-diffusion coefficient \( D \) subject to an external potential \( U \).\textsuperscript{54} If we consider an ion, starting from a position \( x \), the average time needed to go beyond the absorbing boundaries \( x_1 \) or \( x_\delta \), namely, to adsorb on the surface, \( \tau_{ads} \), reads\textsuperscript{18,53}

\[
\tau_{ads}(x) = \int_{x}^{x_\delta} dq e^{U(q)/k_BT} \left( \frac{1}{D} \int_{x_1}^{q} e^{-U(s)/k_BT} ds \right) - \left( \frac{1}{D} \int_{x_1}^{x} e^{U(q)/k_BT} \frac{1}{D} \int_{x_1}^{q} e^{-U(s)/k_BT} ds \right)
\]

with

\[
I = \int_{x_1}^{x_\delta} dq e^{U(q)/k_BT}
\]

(11)

The average residence time of the ion within the boundaries (i.e., the time it takes the ion to reach the boundaries) is the mean first passage time. In the following, we present MFPT values for \( x = 1 \) nm, with \( x_1 \) and \( x_\delta \) as shown in Figure 11. We consider also the case in which a boundary is reflective and the other absorbing: the silica wall is reflective, and \( x_1 \) is absorbing. It leads to the desorption MFPT \( \tau_{des} \) given by\textsuperscript{18,53}

\[
\tau_{des}(x) = \frac{1}{D} \int_{x}^{x_1} dq e^{U(q)/k_BT} \int_{wall}^{x} dsc^{-U(s)/k_BT}
\]

(12)

We present in the following MFPT values for \( x \) equal to CIP distance and \( x_1 \) as shown in Figure 11

Two series of results are presented: one considering an ion at the pore center, the absorbing boundaries being the second maximum, as detailed for the association constants. The MFPT is in this case the average time needed for a free ion to adsorb on the surface. We present also the case of a bonded ion, i.e., an ion located at the minimum of PMF. In this case, one boundary is reflective and the other is absorbing. The MFPT is the average time needed for a bonded atom to desorb from the surface. All MFPT values are shown in Table 3.

In order to accumulate a representative phase-space sample, a molecular dynamics simulation should last at least 10 times the duration of the slowest event it includes, being the desorption time for the systems studied here. If we consider that a tractable run lasts 100 ns, we conclude that modeling an equilibrium state for lithium adsorption is not feasible when \( \tau_{des} \) is above \( 10^{-9} \) s. When we consider the time needed for an ion to go from the channel center to beyond the \( x_1 \) or \( x_\delta \) positions (Figure 11), the approximation of a constant diffusion coefficient for the ions, close to its bulk value, is correct. In contrast, when we consider the time needed for an ion to leave from the CIP position, the ion bulk diffusion coefficient we use is an overestimation since the local diffusion coefficient is reduced close to the interface. Molecular dynamics results indicate that the diffusion coefficient of water can be reduced by a factor of 2 in the vicinity of surfaces.\textsuperscript{18} The overestimated diffusion means that the calculated MFPT is a lower limit value and that the actual value might be higher.

The existence of an activation barrier not only for unbinding but also for binding should be mentioned. Depending on their magnitude, these barriers indicate that MD simulations can show an out-of-equilibrium population of ions. This can be stated more quantitatively. We consider the case of lithium with \( 57 \) OH and O\(_2\) charge equal to \(-1.5\). In this case, the average time needed for an ion at the center of the channel to bind to the surface is 0.24 ns. This means that simulations of lithium at silica surfaces can result in out-of-equilibrium concentration profiles unless the simulations are at least 2.4 ns long.

The situation is even worse for desorption for which the characteristic times can be more than 1 s. In that case, the desorption/adsorption equilibria cannot be simulated with molecular dynamics since adsorbed ions cannot practically leave their sites.

These binding times predominantly affect the Stern layer: the ions have a higher mobility when they are in SSIP position or more distant to the surface charge. An out-of-equilibrium situation would especially impact electrokinetic predictions that would be deduced from ion concentration profiles.

3.8. Comparison with Experiment. 3.8.1. Comparing Binding of Lithium and Cesium. A few theoretical studies can be mentioned, which indicate that, along the alkali series, binding on a charged silica oxygen is stronger for the smaller ion. This is the case for Dewan\textsuperscript{7} who compares sodium and cesium, Hartkamp et al.\textsuperscript{15} who compare sodium and cesium, and Kroutil et al.\textsuperscript{35} who compare sodium and rubidium. According to our models, lithium binding is stronger that cesium binding. Are these results confirmed by experiments? Chapel et al.\textsuperscript{56} perform force measurements between pyrogenic silica sheets. When a negative surface binds with cations, it creates a surface dipole, made of the surface charge and the diffuse layer. When two similar surfaces are faced, their dipoles interact repulsively. This is the long-range part of the DLVO\textsuperscript{57,58} (Derjaguin–Landau–Verwey–Overbeek). When the surface charge is reduced, for example with stronger ion binding, the dipole diminishes, along with the magnitude of the \( \zeta \) potential, and this reduces the long-range repulsive force. When comparing in Figure 2 of Chapel et al.,\textsuperscript{56} the long-range force is smaller for LiCl than for CsCl, which can be interpreted as a stronger binding for lithium. Although this conclusion is not universal, Franks et al.\textsuperscript{59} state that “Most investigations find the absorption sequence…. (Cs\(^+\) > K\(^+\) > Na\(^+\) > Li\(^+\)).” This paper is cited by Morag et al. in a recent publication.\textsuperscript{60} Morag analyzes the Hofmeister alkali series reversal with pH on silica. He states that at low pH the preferential adsorption of cesium is not driven by electrostatics but by the weak hydration of this big cation. A crossover takes place around pH = 6. For pH above this limit, more silanol are deprotonated, favoring lithium adsorption. Indeed, our model concerns the high pH limit since above this limit, more silanol are deprotonated, favoring lithium adsorption. When comparing in Figure 6 and Figure 7, we see that cesium surface interaction can be repulsive on a large domain. This is particularly true for the first PMF minimum at 0.3 nm. Consistently, association constants in Table 3 for cesium are quite small, although they include association not only for CIP at 0.3 nm but also for SSIP at 0.45 nm. This repulsion is a typical surface effect since it does not appear for the reference
bulk PMF, plotted on the same figures. An intriguing point is that increasing the negative charge has a strong effect on lithium but much smaller on cesium. Morag et al. mention the popular assumption that cation adsorption is invariably driven by electrosorbtivity. If it were the case for cesium, the $-1.5e$ on oxygen would produce a higher adsorption. Morag states that hydrogen bonds of charged silanol with water suppress cesium adsorption. In other words, the competition of water and hydrogen bonds of charged silanol with water suppress cesium adsorption.

4. CONCLUSION

We have performed molecular dynamics simulations of charged amorphous silica surfaces in contact with water and cations, for increasing surface hydrophilicity. The McMillan–Mayer PMF is found to exhibit strong ion specificity with qualitatively different trends for lithium and cesium. Lithium binds more strongly than cesium due to their smaller size, and their adsorption is favored by hydrophilicity, in contrast to cesium. Lithium binding is strong, while cesium is repelled by the surface. These results are confirmed by recent experiment in the limit of high pH. Our results show that the diffuse layer is larger for cesium than for lithium. It must be noted though that only a single adsorption site is studied. The amount and density of charge sites are also important for the adsorption properties. It is likely that only one PMF is not enough to characterize the ion/surface interaction: a distribution of PMF that could represent the site polydispersity would be desirable. Regardless, the ion–surface PMFs are not very different from the one in bulk solutions, and the familiar concepts of Bjerrum association, CIP, or SSIP can still be applied.

Our analysis provides a new image of the Stern layer. Generally speaking, the Stern layer is not a continuous layer but a set of attracting points giving rise to contact ion pairs. These points are not equivalent from the adsorption point of view. Within this context, condensation is specific both for the ions and the surface since local variations of proton surface density impact it.

The primary interest of the McMillan–Mayer ion–surface PMF is the fact that it can be used for macroscopic modeling, by generalizing the original Gouy–Chapman theory based on the Poisson–Boltzmann equation. In fact we have to be cautious with mesoscopic modeling. Most of such approaches actually use 1D models (as the DFT calculation we performed in this article). Nevertheless, the Stern layer appears to be in fact a collection of localized charges inhomogeneously distributed near the sites at the silica surface. The global potential of mean force between the surface is the sum of all the site contributions. If a macroscopic continuous solvent model is to be produced, it would probably be necessary to include three dimensions because CIP requires such anisotropic modeling. All 1D models of charged interfaces, even when based on molecular results, are actually effective models that cannot take proper account of the Stern layer.

The adsorption times calculated here illustrate that relaxation of a system involving ions at charged surfaces can be slow compared to the simulation time of a typical molecular dynamics simulation. This is especially likely to be the case for multivalent ions. The adsorption mechanism is globally similar to the one of ion binding in bulk water. There is a global trend to higher activation energy upon binding in the case of surface adsorption. An important consequence of this work is the fact that all molecular models, including highly binding ions facing charged surfaces, should be considered with caution. The activation energy can be relatively high, and it can take a very long time (up to the order of seconds even for simple monovalent ions) to equilibrate the system. Because of the time limitation of simulations, it is likely that molecular dynamics models sometimes produce out-of-equilibrium concentration profiles which, in turn, greatly affect electrodynamics analysis.
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**NOTE ADDED AFTER ASAP PUBLICATION**

This paper was published to the Web on January 4, 2016, with an error in Table 2. This was corrected in the version published to the Web on January 7, 2016.