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ABSTRACT
Strongly confined fluids exhibit inhomogeneous properties due to atomistic structuring in close proximity to a solid surface. State variables
and transport coefficients at a solid-fluid interface vary locally and become dependent on the properties of the confining walls. However,
the precise mechanisms for these effects are not known as of yet. Here, we make use of nonequilibrium molecular dynamics simulations to
scrutinize the local fluid properties at the solid-fluid interface for a range of surface conditions and temperatures. We also derive microscopic
relations connecting fluid viscosity and density profiles for dense fluids. Moreover, we propose empirical ready-to-use relations to express
the average density and viscosity in the channel as a function of temperature, wall interaction strength, and bulk density or viscosity. Such
relations are key to technological applications such as micro-/nanofluidics and tribology but also natural phenomena.

Published under license by AIP Publishing. https://doi.org/10.1063/1.5094911

I. INTRODUCTION

Fluid interfaces are ubiquitous in a wide spectrum of natu-
ral phenomena and technological applications, from the wetting
properties of plant leaves1 and insects walking and jumping on
water2 to recent technological advances in micro-/nanofluidics,3,4

design of surfaces with controllable wetting properties,5–8 colloidal
science,9,10 bioengineering,11–13 sensing,14 and biomimetics.15,16 All
these demand a molecular-level understanding of the fundamen-
tal physical properties of matter on interfaces. Moreover, integra-
tion and scaling out of the associated products, processes, and
devices require appropriate macroscopic relations able to integrate
a microscopic description of fluid properties at interfaces. Despite
significant efforts (e.g., Refs. 17–20), such macroscopic relation-
ships are yet to be obtained for general conditions, and studies on
interfacial phenomena often rely on simplistic assumptions. Exper-
imental observations at the nanoscale, often with a technique such
as scanning tunneling microscopy, are complex and mostly lim-
ited to static properties. On the other hand, continuum hydrody-
namic models based on the Navier-Stokes equations are not able to

predict molecular-scale phenomena, where the discrete nature of
matter comes to the fore. More refined continuum hydrodynamic
models, such as those in the framework of dynamic density-
functional theory, take into account fluid-fluid and fluid-solid inter-
actions through a mean field approach (e.g., Refs. 22–24). However,
such models still involve certain unresolved closures, such as the
functional dependence of viscosity on density. In contrast to the top-
down approach of continuum methods, molecular dynamics (MD)
simulations require no prior assumption on the local fluid prop-
erties. As such, MD is a powerful toolbox to gain insight into the
physical properties of fluids, often intertwined, and the pertinent
microscopic-macroscopic relationships.

Local viscosity remains one of the most elusive physical prop-
erties. The first successful attempt to model viscosity is due to
Maxwell in 1860.25 Using the internal friction of a dilute gas pre-
dicted from kinetic theory,26 Maxwell concluded that the internal
friction of a gas is independent of density. This was later confirmed
by Chapman27 and Enskog.28 Enskog subsequently showed that,
unlike dilute gases, the viscosity of dense gases exhibits both den-
sity and temperature dependencies.29 Since then, several researchers
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have tried to generalize Enskog’s theory to inhomogeneous sys-
tems by utilizing both theoretical and numerical studies, with mixed
success. A study by Din and Michaelides18 provided a theoretical
framework to model the viscosity of strongly inhomogeneous gases.
However, the authors concluded that this formulation is able to
approximate the viscosity profile of a more complex fluid, such as
Lennard-Jones (LJ), only qualitatively. Zhang et al.30 proposed an
effective space-dependent viscosity, derived from a nonlocal linear
hydrodynamic model, which constitutes a generalization of New-
ton’s law. Unfortunately, Zhang et al.’s approach does not allow for
the derivation of a general simple formula for the viscosity as a func-
tion of the density. Both numerical and theoretical studies of trans-
port properties (viscosity, thermal conductivity, and diffusion coef-
ficient) in confined geometries can be found in Refs. 31–33. These
works mainly deal with the effects of walls on the fluid structure and
fluid properties for different nanochannel widths. Recently, Hoang
et al.21,34,35 proposed adopting local average-density models com-
bined with appropriate weight functions to consider nonlocal con-
tributions to the viscosity. This empirical method leads to viscosity
profiles in line with MD results in the case of fairly adsorbent narrow
pores.

Despite considerable efforts to consider the effects of tempera-
ture and wall-interaction strength on local viscosity, a generic model
remains elusive. Here, we use nonequilibrium MD simulations of a
LJ fluid sheared between two parallel walls to scrutinize inhomoge-
neous interfacial fluid properties. Of particular interest here is shear
viscosity. We adopt two approaches. First, we propose a generaliza-
tion of the relation for the viscosity profile that was recently pro-
posed by Morciano et al.36 This generalized relation is validated for
a range of interfacial conditions and temperatures. Second, we define
a region in which wall effects are predominant and use this defini-
tion to calculate the average properties of the confined fluid. The
study of fluid properties in this interfacial region provides ready-
to-use relations that can be employed in the design and analysis of
microfluidic devices, where solid-fluid interfaces play an important
role.

In Sec. II, we present the simulation details. In Sec. III, we
discuss how local fluid properties are calculated. The results are pre-
sented in Sec. IV. Conclusions and suggestions for future develop-
ments are offered in Sec. V.

II. SIMULATION DETAILS
In this study, we simulate Couette flow, produced by shearing

two parallel atomistic walls with a fluid sandwiched between them,
as shown in Fig. 1. The fluid and wall atoms are modeled as LJ par-
ticles, representing a charge-neutral and inert material. The interac-
tion between any two particles i and j is described by the two-body
potential ULJ,

ULJ(rij) = 4 �LJ,ij [(
σLJ,ij

rij
)

12

− (σLJ,ij

rij
)

6

], (1)

where rij = |ri − rj| is the distance between the particles, �LJ,ij is the
depth of the potential well, and σLJ ,ij is the finite atom-atom distance
at which the potential is zero. The interaction potential is truncated
at a cutoff radius, rc, such that ULJ(rij ≥ rc) = 0. Hereafter, all physical

FIG. 1. Nonequilibrium MD setup for the study of a sheared fluid (shown in blue).
The walls (shown in red) at a constant distance h = 13.0σLJ move in opposite
directions at constant velocity uw . The parameter δ defines the confined regions
at the solid interfaces where the strong interactions reduce the mobility of fluid
particles, and y f = h − 2δ is its complementary region. The bulk region, yb ≃ 4σLJ,
is defined as the part of the fluid where no significant layering is observed in the
density profile.

quantities are expressed in reduced LJ units, and they are nondimen-
sionalized with the fundamental quantities: σLJ, �LJ, and m, corre-
sponding to distance, energy, and mass, respectively. For example,
the characteristic time in reduced units becomes τ =

√
σ2

LJm/�LJ.
For the LJ potential parameters, the following values are adopted:
�LJ,f ,f = �LJ, �LJ,f ,w = {0.6, 1.0, 1.4}�LJ, and σLJ,f ,f = σLJ,f ,w = σLJ. Fur-
thermore, a cutoff radius rc = 3.5σLJ is employed. Without loss of
generality, σLJ, �LJ, m, and the Boltzmann constant kB are set equal
to unity.

Figure 1 shows the simulation system. The accessible fluid
domain (delimited by the center of the wall particles in direct con-
tact with the fluid) is kept constant at [15σLJ] × [13σLJ] × [10σLJ]
throughout the simulations. Periodic boundary conditions are
imposed along the x and z directions, while the fluid is enclosed in
the y direction by parallel walls. A steady shear flow is generated
by imposing equal and opposite velocities to the two walls along
the x direction.37 It should be noted that non-Newtonian effects
(such as shear thinning) start to appear at high shear rate values.17,38

To remain in the Newtonian regime, while obtaining a significant
signal-to-noise ratio, we adopt a wall velocity uw = 1.0, producing
average shear rates of 0.15.17

Under shear, viscous dissipation results in heat generation
at a rate proportional to γ̇2. This heat can be dissipated by con-
necting either the walls or the fluid to a heat bath, with both
approaches being widely used.39 If heat is dissipated through the
walls, the vibrations of wall particles are controlled via a thermo-
stat. While such an approach is physically intuitive, it can give
rise to considerable variations in the fluid temperature across the
channel when heat is created at a faster rate than it is conducted
and dissipated by the walls.40 This scenario, which can occur at
the large shear rates that are needed in nonequilibrium MD sim-
ulations to collect meaningful statistics, is not representative of
the nearly constant temperature profile in typical nanofluidic or
nanotribological applications,41 performed at much lower shear
rates.
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Alternatively, the system temperature can be controlled by
applying a thermostat directly to the fluid particles. In this way,
it is possible to ensure an experimentally representative constant
temperature across the channel, despite the much higher shear rate
employed in simulations. Since this approach to control temperature
does not require movement of wall particles, the wall can be modeled
as a rigid entity. A key advantage of such a rigid-wall approach is that
interactions between wall particles do not need to be calculated, thus
considerably lowering the computational cost. In this work, walls are
modeled as a rigid square lattice, with a lattice spacing of σLJ. We
note that a fixed lattice enhances the fluid layering close to the walls,
compared to the more disordered or flexible “soft” walls, thus the
interfacial structure, depending strongly on the spring stiffness, as
observed in Refs. 42–44.

The heating caused by shearing of the fluid is removed from
the system by thermostatting the fluid particle velocities in the y and
z directions. We adopt a Nosé-Hoover (NH) thermostat, which has
been shown to perform well for weakly sheared systems and, unlike
Langevin and dissipative particle dynamics thermostats, does not
alter the value of the system’s viscosity.45 However, applying NH
globally to the inhomogeneous fluid could be problematic, especially
at high shear rates. Instead, we apply separate Nosé-Hoover46–48

thermostats to 13 equally sized slabs of fluid perpendicular to the
walls, as done in previous works20,49 (more details and validation
are provided in Appendix A). The fluid is simulated at constant
temperatures, 1.0 ≤ T ≤ 4.0.

The simulations are performed using the Large-Scale Atomic/
Molecular Massively Parallel Simulator (LAMMPS).50 The equa-
tions of motion are integrated using the velocity-Verlet51 algorithm,
with a time step of dt = 0.005τ.52 A typical simulation consists of the
following protocol. First, the system is relaxed at equilibrium condi-
tions for 2 × 106 time steps. Then, a constant velocity is imposed on
the walls, and a nonequilibrium steady state is reached after 2 × 106

time steps, ensured by convergence of the density and velocity pro-
files. Finally, a run of 2 × 106 time steps is performed, during which
fluid particle positions and velocities are stored every 102 time steps
for analysis and postprocessing.

III. ANALYSIS
For inhomogeneous systems, state variables and transport coef-

ficients can vary in space such that microscopic fields need to be
calculated as a function of position from the particle positions, veloc-
ities, and interactions. Two types of methods can be distinguished
differing in the way they distribute the microscopic information in
space.

The vast majority of studies divides the spatial domain into a
finite number of bins and assigns the information on a particle to
the bin in which the center of that particle resides. This approach
is computationally cheap and convenient, but it disregards the finite
particle size. Furthermore, when a particle resides anywhere within
the confines of a bin, its information is effectively assigned to the
central position of a bin, thus potentially shifting the information.
Such a shift, which is irreversible, can dramatically affect oscillatory
fields, such as density and pressure profiles at the fluid-solid inter-
face. This shift of information is averted in the limit of infinitesimally
thin bins, but this would require infinitely long simulations to gather
sufficient statistics in each bin. Apart from the shifting of data, the

discretization of spatial profiles renders it impossible to analytically
calculate gradients of computed profiles, which instead demands an
additional numerical approximation.

These limitations can be overcome by locally distributing the
atomistic information via a smooth differentiable kernel, inspired
by smoothed particle hydrodynamics.53 In this approach, a macro-
scopic field X(r, t) is expressed as

X(r, t) =∑
i
χi�(ri(t) − r), (2)

where χi is the information on interest of particle i at position ri at
time t, and � is a kernel function, with the area under the kernel
being unity. The most commonly used kernels are a piecewise con-
stant, Gaussian, or polynomial function. These kernels will be briefly
introduced below. For the purpose of this study, profiles are calcu-
lated as functions of one spatial coordinate y and the dependency
on time is omitted. Instead, stored information is averaged under
the ergodic assumption (i.e., for a given macroscopic property X,
the ensemble average and time average are considered equivalent:
⟨X⟩NVT = ⟨X⟩t).

The piecewise constant function (mostly adopted in mesh-
based approaches) is defined as

�(yi − y) =
⎧⎪⎪⎨⎪⎪⎩

1
2LxLzw

for∥yi − y∥ < w,

0 otherwise ,
(3)

with Lx and Lz being the total system length along the x and z direc-
tions, respectively, and w being the half-width of the function. The
Gaussian kernel is given by

�(yi − y) =
⎧⎪⎪⎪⎨⎪⎪⎪⎩

1
LxLz
√

2πw2 e
−
∥yi−y∥

2

2w2 for ∥yi − y∥ < Rc,

0 otherwise ,
(4)

where w2 is the variance. In addition, linear,54 cubic,55 and quartic56

splines have been commonly used in the literature. A cubic spline is
given by

�(yi−y) =
⎧⎪⎪⎪⎨⎪⎪⎪⎩

1
LxLzw

(1 − 3 ∥yi−y∥
2

w2 + 2 ∥yi−y∥
3

w3 ) for ∥yi − y∥ < w,

0 otherwise ,
(5)

where w controls the width of the kernel.
The Gaussian kernel is more computationally expensive than a

polynomial function and has no compact support as the Gaussian
function never reaches zero. The latter issue can be easily overcome
by appropriately truncating the function and then reweighing it so
that the microscopic information is conserved. On the other hand, a
main advantage of the Gaussian kernel is that it allows for calculating
exactly the nth spatial derivative of a macroscopic field X as

dXn(y)
dyn

= ⟨∑
i
χi
dn�(yi − y)

dyn
⟩
t
. (6)

Equation (6) can also be applied to a polynomial, or “Lucy,” ker-
nel, for which the smoothness and the number of derivatives that
can be taken are limited by the order of the polynomial, which also
determines the computational cost of the kernel.
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In Fig. 2(a), we compare, for a small toy system, the one-
dimensional density profiles computed by using binning and differ-
ent kernel-based methods. In the binning approach, the domain is
divided into ten bins of equal width. The number density in a bin
then equals the number of particles in that bin divided by its vol-
ume. As shown in the top panel of Fig. 2(a), the density peaks are
shifted with respect to the particle centers. A second approach con-
sists of adopting a meshfree discretization that employs piecewise
constant, cubic, and Gaussian kernels. This method allows for an
arbitrary number of computational points within the domain and,
thus, a finer description of the density. The piecewise constant kernel
assumes that all the information on a particle is homogeneously dis-
tributed across a width of 2w. Consequently, the piecewise constant
profile can still cause artificial density peaks, as seen on the right side
of the middle panel of Fig. 2(a). On the contrary, both cubic and
Gaussian kernels are able to provide a more accurate description of
the local features characterizing the system density.

Various recent studies, especially in the areas of granular57,58

and molecular simulations,20,59,60 have reported how details of the
kernel affect the calculated macroscopic profiles. For example,
Weinhart et al.57 found, using granular flow simulations, that the
Gaussian smoothing parameter w should be small compared to the
smallest length scale to be captured. In the case of confined LJ fluids,
the smallest length scale of interest is approximately 0.9σLJ, cor-
responding to the period of density oscillations near the channel
wall.61 In this study, we adopted a Gaussian kernel with w = 0.1,
truncated at 6.5σLJ (half domain).

A. Density, momentum, and temperature
The density profile across the channel can be computed as

ρ(y) = ⟨∑
i
mi�(yi − y)⟩

t
, (7)

where mi is the mass of particle i. In a similar fashion, the velocity
profile is evaluated from the momentum J(y) and density profiles as

u(y) = J(y)
ρ(y) =

⟨∑imiui�(yi − y)⟩t
ρ(y) , (8)

where ui is the velocity vector of particle i. From the mass density
and the x-component of the momentum, it is possible to compute
the shear rate profile by applying the quotient rule

γ̇(y) = dux(y)
dy

=
ρ(y) dJx(y)

dy − dρ(y)
dy Jx(y)

ρ(y)2 , (9)

where the two gradients in the numerator can be obtained analyti-
cally for differentiable kernels via Eq. (6).

To illustrate that gradients of macroscopic fields can be par-
ticularly sensitive to the method used to distribute information, we
compare in Fig. 2(b) density and shear rate profiles for a sheared
LJ fluid calculated with different kernels. The widths of the kernels
are chosen such that they spread the data approximately equally.
Although the density profiles are not significantly affected by the
kernel’s shape, the shear rate profile calculated with the piecewise
constant kernel deviates from the other analytically differentiated
profiles close to the walls.

In addition, the local temperature of the system can be evalu-
ated as a function of particle fluctuation velocities ci and the number
density profile n(y) as

T(y) = 1
3n(y)⟨∑i

mici ⋅ ci �(yi − y)⟩
t
, (10)

where the fluctuation velocity vector ci = ui − u(yi) is the differ-
ence between the particle velocity ui and the local streaming velocity
vector u(yi).

FIG. 2. (a) Density profiles of a toy system (bottom panel). The top panel shows the bins of width w = 0.3 employed to compute the density. The middle panel shows profiles
computed using three different kernels: piecewise constant with w = 0.15 (red line), cubic with w = 0.3 (blue line), and Gaussian with w = 0.1 (green line). (b) Density and
shear rate profile computed at T = 1.0 and �LJ, f ,w = 1.0 for three choices of kernel functions (piecewise constant, cubic, and Gaussian). The center of the channel positions
is denoted by yc .
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FIG. 3. Temperature profiles at different temperatures, 1.0 ≤ T ≤ 4.0 for �LJ, f ,w

= 1.0.

Figure 3 shows the effectiveness of the local thermostatting
strategy in maintaining a constant temperature across the channel,
despite the large shear rate of 0.15. Figure 15 (Appendix A) reveals
that the temperature exhibits spurious effects when a single thermo-
stat is globally applied to the fluid or when the shear rate is much
greater than 0.15.

B. Stress tensor
The stress tensor is computed via the Irving-Kirkwood-Noll

formulation.62 In this formulation, the six independent components
of the symmetric stress tensor arise from a kinetic contribution,
related to thermal motion, and a potential contribution, caused by
interactions between particles

σ(y) = σk(y) + σv(y). (11)

The kinetic stress tensor is calculated from the thermal motion of
the particles

σk(y) = −⟨∑
i
mi(ui − u(yi))⊗ (ui − u(yi)) �(yi − y)⟩

t
. (12)

The potential stress tensor accounts for contributions due to inter-
action between particles

σv(y) = −⟨1
2 ∑i,j,j≠i

Fi,j ⊗ (ri − rj) b�(y; yi, yj)⟩
t

, (13)

where Fi ,j is the force acting on particle i due to particle j, and
b�(y; yi, yj) = ∫1

s=0 �((1 − s)yi + syj − y)ds is the bond function.63,64

IV. RESULTS AND DISCUSSION
A. Density profile

The fluid structure density exhibits a rich behavior in the chan-
nel. The region at the center of the channel, of width approximately
equal to yb ≃ 4σLJ, does not show significant layering, and thus, it will
be denoted as a bulk region. The density profiles in Fig. 4 reveal that
the intensity of the density layering near the wall depends inversely
on temperature and directly on �LJ,f ,w . On the other hand, the loca-
tion of the layers remains unaffected, as it depends primarily on the
wall structure and on the interaction length scale parameter σ, which
are both identical for each of the simulations. The dense layers are
equidistant, with a mean distance between adjacent peaks of about
l = 0.93, consistent with Refs. 20 and 65, and in reasonable agree-
ment with that predicted by kinetic theory l ∼ (

√
2σLJρ̄)

−1 = 0.88.
The density profiles obtained from MD are well approximated with
the following exponential oscillatory relation:

ρ(y) = ρb(1 + Ae−B(y−yw) cos [2π
l
(y − yw)]), (14)

FIG. 4. (a) Density profile at different temperatures of the domain, 1.0 ≤ T ≤ 4.0. (b) Density profile for different interaction potentials between walls and fluid, �LJ, f ,w = 0.6,
1.0, 1.4. The markers represent the MD simulation results, while the fitting relation given by Eq. (14) is reported in solid lines.
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where ρb is the density in the bulk region of the channel, the fitting
parameter A = A(�LJ,f ,w , T) represents the largest amplitude of the
oscillations, and B = B(�LJ,f ,w , T) indicates the decay away from the
interface, located at yw . It turns out that the amplitude is mainly
dependent on the fluid-wall interactions and can be expressed as
A ∼ 3.5 �0.5

LJ,f ,w , whereas the decay parameter depends mostly on the
temperature as B ∼ 0.85 T0.3. The comparison of Eq. (14) with MD
data (fitting curves shown in Fig. 4) leads to relative errors ranging
between 2% and 10%.

B. Standoff distance and confinement parameter
The density layering at the walls is a result of the competition

between potential energy, which favors an ordered structure of the
fluid, and particles’ thermal energy. Following the work of Chiavazzo
et al.,66 we introduce the total energy as the sum of the kinetic energy
and the potential energy relative to its value in the bulk region. The
total energy profile in a channel is evaluated as

E(y) = U(y) + α
kBT

2
, (15)

where U(y) is the potential energy acting on the fluid particles
due to the walls and the other fluid particles, and α indicates the
fraction of the average thermal energy per particle available to
escape the wall absorption. Because of the equipartition theorem,
each degree of freedom has associated a kinetic energy of kBT/2.
Since particles in the proximity of a flat wall are able to over-
come the potential energy barriers only along a single direction
normal to the solid surface (representing half degree of freedom),
α is taken to be equal to 1/2.66 A locally negative total energy indi-
cates that the average kinetic energy of fluid particles is insufficient
to escape the potential energy well. On the contrary, fluid parti-
cles in regions of positive total energy have enough energy to move
freely and diffuse. Therefore, the local total energy can be used to
distinguish between regions in which fluid particles are confined or
free.

The potential energy U(y) can be computed following two
approaches. First, the effective potential energy, that takes into
account both wall-fluid and fluid-fluid particles’ interactions, can be
calculated from the density profile at equilibrium according to the
Boltzmann distribution67,68

Ueff(y) = −kBT log( ρ(y)
ρb

), (16)

where ρb is the bulk density. Alternatively, the potential energy
landscape near an infinite lattice wall can be modeled analytically
as61

ULJ10−4(y) =
2πρw�LJ,f ,w

5

⎡⎢⎢⎢⎢⎣
2(

σf ,w

y − yw
)

10

− 5(
σLJ,f ,w

y − yw
)

4⎤⎥⎥⎥⎥⎦
, (17)

where ρw is the number density of the walls. The latter expres-
sion has the advantage of providing an analytical form for the wall
potential that is independent from the density profile. However, this
approach neglects the influence of the interactions between fluid
particles, thus potentially resulting in significant inaccuracies in the
case of strong fluid-wall interaction.

The energy E(y) gives access to two important quantities: the
standoff distance and the confinement parameter. The standoff dis-
tance ymin is defined as the minimum distance that fluid particles can
approach the wall

ymin = n1 − yw , (18)

with ni, i = 1, . . ., r being the roots of the function E(y) = 0 and
yw being the position of the first layer of wall particles. Given the
steep potential energy profile near the wall, it can be seen that U(y)
∼ E(y) close to the walls. Consequently, the standoff distance can be
readily obtained by finding the roots of ULJ10−4(y) = 0, rather than
E(y) = 0. It follows that ymin ∼ (2/5)1/6 ∼ 0.86, as also verified
in Wang and Hadjiconstantinou.61 The comparison with our MD
results shows that this approximation is able to accurately model the
standoff distance within 3% error.

Chiavazzo et al.66 introduced a way of estimating a confinement
parameter δ,

δ = nr − yw , (19)

where yw is the position of the wall. δ is defined as the distance
from the wall within which the surface effects are significant. As
such, it provides a quantitative means to identify two regions inside
the channel: A confined one, where the influence of the wall is
predominant, and a free region of width yf , where particles are
only marginally affected by the presence of the fluid-solid interface.
Figure 5(a) depicts the total energy landscape E(y) for two limiting
cases: one with hydrophobic walls and the fluid temperature being
high (weak layering) and the other with very hydrophilic walls and
the fluid temperature being low (strong layering). For the sake of
completeness, we also report the potential energy excess at the wall
computed directly from interatomic interactions. The small discrep-
ancy observed between the energy landscape computed from particle
interactions, and the one obtained from the Boltzmann distribution
does not significantly affect the value of the parameter δ. The stand-
off distance ymin and the confinement parameter δ are indicated for
the latter case.

Figure 5(b) shows the parameter δ, computed with both
approximations of U(y), as a function of the Wall number
Wa = (ρwallσ2

LJ�LJ,f ,w)/(kBT), which is a measure of the influence
of the walls on the fluid.61 The values of δ obtained for Ueff(y) are,
in most cases, greater than the ones obtained for ULJ10−4(y), and, in
both cases, δ increases with Wa. The greater values for δ obtained
for Ueff(y) indicate that correlations between fluid particles [which
are not taken into account by ULJ10−4(y)] increase the region where
the effect of the confinement is strong. Furthermore, δ calculated
from ULJ10−4(y) increases smoothly with Wa, whereas δ evaluated
from Ueff(y) shows a stepwise trend. This behavior is related to the
number of fluid layers intercepted by the horizontal axis in the total
energy profile.

C. Global density for a fluid in a confined geometry
Using the partitioning of the fluid domain into a confined

region and a free region, we propose an analysis of the averaged
fluid properties in these regions. First, we define the volume of
the confined region for a channel with cross-sectional surface area
S as Vc = δ(T, �LJ,f ,w)S, and consequently the free volume as
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FIG. 5. (a) Interfacial energy profile computed with potential energy Ueff (solid lines) and ULJ10−4(y) (dashed lines) in two representative cases, one with �LJ, f ,w = 0.6 and
T = 4.0 (in red), the other with �LJ, f ,w = 1.4 and T = 1.0 (in blue). Markers represent the potential energy excess at the wall computed directly from interatomic interactions.
The roots of this functions define ymin and δ parameters according to Eqs. (18) and (19). (b) The parameter δ as a function of the Wall number when computed from Ueff
(solid lines) and from ULJ10−4(y) (dashed lines).

V f = V tot − Vc, where V tot is the total volume of the channel. The
average confined density can then be computed as ρc = 1

Vc
∫Vc ρ(y)dV

and the average free density as ρf = 1
Vf
∫Vf ρ(y)dV . The behavior of

these average densities relative to the bulk density ρb is shown in
Fig. 6. It is evident that the average free density is approximately
equal to the bulk density, regardless of the fluid temperature or
the fluid-wall interaction strength. On the contrary, the effect of
the layering at the walls clearly affects ρc/ρb. Within the range of
conditions examined here, a reasonable estimate of the dependency
is given by ρc/ρb(T, �) ≃ Aρ + BρWa

√
T, with Aρ and Bρ being

constant parameters. This relation enables us to formulate the fol-
lowing relation between the average ρ̄ and the bulk density in the

FIG. 6. Normalized average free density ρf /ρb (dashed lines) and normalized
average confined density ρc /ρb (solid lines) for several temperatures’ and walls’
interactions.

channel:

ρ̄ ≃ ρb[
h − 2δ

h
+

2δ
h

(Aρ + Bρ Wa
√
T)]. (20)

Based on our MD simulations, the fitting parameters for a LJ fluid
confined between two parallel walls take the values Aρ ≃ 0.8 and
Bρ ≃ 0.1 (Fig. 6). The approach just outlined to model the average
density can be generalized to any confined fluid system and can thus
present a practical tool for the design of engineering nanodevices.

D. Velocity and shear rate
A Couette flow is expected to produce a linear velocity pro-

file for homogeneous fluids. However, the layered fluid structure
near the walls causes a nonuniform mobility of the particles, result-
ing in undulations of the velocity profile [Fig. 7(a)].20 The surface
adsorbs a fluid layer whose thickness depends on the strength of the
fluid-wall interactions. Consequently, an increase in the fluid-wall
interaction strength reduces the width of the channel available for
mobile particles, resulting in a higher shear rate in the bulk region
of the channel [Fig. 7(b)]. In addition, the value of the shear rate
evaluated at the wall depends significantly on the wall-fluid inter-
actions, due to slip effects.69 This phenomenon plays an important
role in the study of boundary conditions and has been widely stud-
ied in the past.37 Comparing Figs. 4(b) and 7(b), it can be noticed
that the local minima in the density profile correspond to the highest
shear rate. This suggests that slip occurs not only between the con-
tact layer and the wall but that dense fluid layers also slip along each
other.

E. Stress tensor
Figure 8(a) depicts the diagonal component of the stress tensor

σyy(y), including its kinetic and potential components, for a system
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FIG. 7. (a) Velocity and (b) shear profiles for �LJ, f ,w = 0.6, 1.0, 1.4 at T = 1.0. Wall interactions induce deviations from the linear profile in the velocity field, giving rise to
oscillations in the shear rate profile.

of temperature T = 1.0 and �LJ,f ,w = 1.0. The kinetic and potential
stress profiles oscillate in antiphase with identical amplitude such
that σyy(y) is constant, as required by the conservation of linear
momentum.

Due to the planar geometry and the shear along the x direction,
the only nonzero off-diagonal component of the fluid stress is given
by σxy(y). Figure 8(b) depicts kinetic, potential, and total shear stress
profiles σxy(y) for T = 1.0 and �LJ,f ,w = 1.0. Similarly to the normal
stress, the total shear stress is approximately constant since oscilla-
tions in its potential and kinetic components cancel out against each
other.

Average stresses in the bulk region are easily calculated from
the stress profiles. The bulk values of σyy (at �LJ,f ,w1.0) as a function
of the temperature are shown in Fig. 8(c). Our data are comple-
mented by normal stress values σyy obtained by Hartkamp et al.20 at
lower temperatures (0.4 ≤ T ≤ 1.0) in a system with very similar char-
acteristics. Consistent with the equipartition theorem, the kinetic
stress component is proportional to temperature as σkyy = −ρbT/m.
The larger thermal velocities at higher temperatures cause more
momentum to be transferred in the normal direction by means of
particle collisions. Regarding the potential stress component σvyy, its
dependency on the temperature is related to the nonlinear inter-
particles potential. At low temperatures, the attractive and repulsive
interactions are approximately balanced. With the increase in tem-
perature, the occurrence of harder collisions results in strong repul-
sive forces and thus more negative normal stress (or, equivalently,
more positive pressure).

The bulk values of the off-diagonal stress σxy [Fig. 8(d)] show
a different behavior with respect to temperature. The kinetic com-
ponent again increases in absolute value as a function of the tem-
perature. However, the MD results do not follow a linear rela-
tion and a correction factor is needed, as will be discussed in
Sec. IV F 2. In contract to the normal stress, the potential shear stress
component σvxy decreases in absolute value, since higher thermal

velocities reduce the effects of repulsive interactions between fluid
layers.

F. Shear viscosity profile: Simulations
and semiempirical models

Shear viscosity is evaluated as a function of the off-diagonal
stress component σxy and of the shear rate, γ̇, as

η(y) = σxy(y)γ̇(y)−1. (21)

In analogy with the stress tensor, one can define the kinetic and
potential components of the viscosity, representing the resistance
to shearing flows due to particle motion and to interparticle inter-
actions, respectively. Specifically, the kinetic component (∝ρ for
homogeneous media) is predominant at low fluid densities, while
the potential contribution (∝ρ2 for homogeneous media) prevails
at high densities. Figures 9(a) and 9(b) show the kinetic and total
shear viscosity profiles for several temperatures and wall interac-
tions. The oscillatory behavior observed in the vicinity of the walls
follows closely (but not exactly) the density profiles. Higher Wa cor-
responds to more pronounced layering in the viscosity profile, due
to fluid adsorption at the solid interface. The viscosity in the bulk
region ranges from 2.05 to 2.5, which can be explained by differ-
ences in bulk density and temperature of the systems. In the case
that T = 1 and �LJ,f ,w = 1.6, the average density in the bulk region
is ρb ∼ 0.81, which is approximately the same value detected in Refs.
20 and 36. Thus, under such circumstances, it is possible to compare
the value of the viscosity in the bulk region against previous work.
From our simulation, we observe a value ηb ∼ 2.18, which is consis-
tent with the values ηb ∼ 2.06 obtained in Ref. 20 and ηb ∼ 2.15 found
in Ref. 36.

Analytical expressions to model the viscosity of dense inho-
mogeneous real fluids are not available up to date. However, for
simple hard sphere (HS) systems, Din and Michaelides18 proposed
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FIG. 8. (a) Stress tensor diagonal component σtyy and (b) off-diagonal component σtxy, evaluated for T = 1.0 and �LJ, f ,w = 1.0. Bulk values of the diagonal component σtyy (c)

and of the off-diagonal component σtxy (d) of the stress tensor evaluated at different temperatures for �LJ, f ,w = 1.0. Additional data from Hartkamp et al.20 are reported for
T < 1. The linear dependence between the kinetic contribution and the temperature is highlighted by the black line.

a theoretical framework that allows us to derive the viscosity pro-
file directly from the Boltzmann equation (for more details, see
Appendix D). In what follows, such a framework is briefly intro-
duced and, by means of proper empirical correction factors directly
obtained from our simulations, it is employed to model the viscos-
ity of LJ fluids. The main aim of the remaining part of this sec-
tion is to obtain a widely applicable functional relation between
viscosity and density profiles, which enables us to accurately deter-
mine the complex behavior of this transport property in confined
fluids.

1. Analytical model for the viscosity of inhomogeneous
hard-sphere fluids

The theoretical derivation proposed by Din and Michaelides18

also distinguishes between the kinetic and the potential contribu-
tions to the fluid viscosity. The kinetic component is a local function

of the density that can be written as

ηkHS(y) =
16
5
η0ρ(y)b∗(y), (22)

where η0 = 5(kBTm/π)1/2/(16σ2
HS) is the zero-density viscosity

and b∗(y) is a dimensionless space-dependent function that can be
evaluated by solving the following integral equation:

4b∗(y)∫
σHS

−σHS

g(y, y + y′)ρ(y + y′)dy′

−25
3 ∫

σHS

−σHS

[b∗(y + y′) − b∗(y)]g(y, y + y′)ρ(y + y′)dy′

= 5
2

+
π
3 ∫

σHS

−σHS

g(y, y + y′)ρ(y + y′)dy′. (23)
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FIG. 9. Solid lines represent the total shear viscosity profile (a) at different temperatures 1.0 ≤ T ≤ 4.0 for �LJ, f ,w = 1.0 and (b) at various wall interaction potentials, i.e.,
�LJ, f ,w = 0.6, 1.0, 1.4 and T = 1. The kinetic component of the viscosity in both (a) and (b) is displayed as dashed lines.

The potential contribution to the viscosity for a HS fluid is
given by a nonlocal expression of density

ηvHS(y) =
8π
5
η0 ∫

σHS

−σHS

y′ sin3(arccos(y′)) I(y, y′) dy′, (24)

where I(y, y′) indicates the following infinite series:

I(y, y′) = y′
∞

∑
s=1

(−y′s−1)
s!

∂s−1

∂s−1y

×{g(y, y + y′)ρ(y)ρ(y + y′)[2 + b∗(y + y′) + b∗(y)]},

(25)

where g denotes the pair correlation function.
Among the possible approximations of the pair correlation

function of the inhomogeneous fluid, g(y, y + y′), the one pro-
posed by Fischer and Methfessel70 is adopted here. These authors
approximated g(y, y + y′) as the radial correlation function of a
homogeneous fluid evaluated at an average density ρ̄(y, y + y′),
namely,

g(y, y + y′) = ghom[r = σHS, ρ̄(y, y + y′)], (26)

where ρ̄(y, y + y′) is the density average over a sphere centered in
y + y′

2 , with radius σHS/2, i.e.,

ρ̄(y, y + y′) = 6
πσ3

HS
∫
r< σHS

2

ρ(y +
y′

2
+ r)dr. (27)

Moreover, if the Carnahan-Starling equation of the state is
adopted,71 then the radial correlation function of a homogeneous
fluid can be computed as ghom[r = σHS, ρ̄] = (1 − 0.5ξ)/(1 − ξ)3,
with ξ = πσ3

HSρ̄/6. It is clear from Eqs. (24) and (25) that,
in general, the potential contribution to the viscosity, unlike the

kinetic one, cannot be expressed as a local function of the den-
sity or its derivatives. However, the effect of nonlocality may be
neglected under certain system conditions, as will be shown in
Sec. F.4.

2. Shear viscosity of bulk fluid: From hard-sphere
to Lennard-Jones

When using kinetic theory to model a fluid characterized by a
complex interaction potential, such as LJ, the temperature depen-
dency of the viscosity is often not accounted properly. To overcome
this issue, an empirical correction factor ckη(T) is introduced,35,72

obtained by comparing the viscosity in the bulk region computed
from MD simulations with the HS viscosity given by Eqs. (22)–(24).
Consequently, the kinetic viscosity in the bulk can be described by
the following expression:

ηk ∼ ckη(T) ηkHS. (28)

The correction parameter is found to be ckη(T) ∼ 1/Ω(T), where Ω is
a factor introduced by Chapman and Enskog to obtain the viscosity
of a LJ dilute gas with kinetic theory. The value of Ω(T) is difficult to
compute directly and is therefore typically either reported in tables73

or provided in the form of empirical expressions.74 Here, Ω(T) is
evaluated according to the expression obtained by Neufeld,74

Ω(T) = AΩ

TBΩ
+

CΩ

eDΩT
+

DΩ

eFΩT
+ RΩTB sin(SΩTW

Ω − PΩ), (29)

with AΩ, BΩ, CΩ, DΩ, EΩ, FΩ, RΩ, SΩ, WΩ, and PΩ being fit-
ting parameters. The potential contribution to the viscosity strongly
depends on the interactions between the particles. In the case of LJ
systems, the potential viscosity exhibits an Arrhenius-like depen-
dence on temperature72 that is not captured by the HS model. Thus,
we propose to correct the HS potential viscosity in the bulk region
as
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ηv ∼ cvη (T) ηvHS, (30)

where cvη (T) is a correction factor. By fitting the ratio ηv/ηvHS com-
puted with our MD simulations, we have found that this correc-
tion factor is well approximated by the empirical relation cvη (T)
= CηeDη/T , with Cη = 0.35 and Dη = 1.2 being fitting parameters.
Figure 10 shows a comparison between the correction factors cvη (T)
[ckη(T)] and the ratio ηv/ηvHS (ηk/ηkHS) evaluated with MD. The cor-
rection factors are able to approximate the values predicted by MD
with an accuracy lower than the standard error for almost any value
of the temperature considered here. Finally, as implicitly assumed
also in Ref. 18, the HS diameter σHS is considered approximately
equivalent to the LJ parameter σLJ.

3. Nonlocal density-viscosity relation
If we consider only the zeroth-order terms of Eq. (25), the

following approximate expression for the viscosity is obtained:

η(y) = 16η0

5Ω
ρ(y)b∗(y) +

8πcvη η0

5
ρ(y)∫

σLJ

−σLJ

K(y, y′) dy′, (31)

where K(y, y′) is a kernel function responsible for the nonlocal
contributions to the potential component

K(y, y′) = y′2 sin3(arccos(y′))g(y, y + y′)ρ(y + y′)
× [2 + b∗(y + y′) + b∗(y)]. (32)

Equation (31) represents a semiempirical nonlocal viscosity model,
consistent with the kinetic theory and similar in form to local aver-
age density models presented in previous works.21,35,75 In this work,
we compare our model with the one by Hoang and Galliero,21

showing that the latter is inappropriate for strongly layered fluids.
Specifically, by fitting numerous MD simulation data, Hoang and
Galliero21 proposed the following empirical nonlocal model for the
viscosity in a narrow channel:

η(y) = η
0

Ω
( ρ(y)
ρb

)
γ

+ ηcorr[T(y), ρeff(y)], (33)

FIG. 10. Correction factors cvη (T) (solid line) and ckη(T) (dashed line) for the bulk
values of potential and kinetic viscosity. The correction factors are compared with
the ratios η/ηHS computed directly from our MD results. The error bars indicate
standard errors computed from the distribution of viscosity values inside the bulk
region.

where γ = 0.8e0.022T2
/ρb and ρeff(y) = ∫ ω(∣ y − y′ ∣)ρ(y′)dy′ is a

nonlocal average density with kernel ω(y) given by

ω(y) =
⎧⎪⎪⎨⎪⎪⎩

6
σ3

LJ
[( σLJ

2 )2 − y2] if y ≤ σLJ
2

0 otherwise.
(34)

Furthermore, ηcorr[T, ρeff(y)] in Eq. (33) takes the following func-
tional expression:

ηcorr[T, ρeff(y)] = b1(eb2ρeff − 1) + b3(eb4ρeff − 1) +
b5

T2 (e
b6ρeff − 1),

(35)
with fitting coefficients bi given in the study of Galliéro et al.76

4. Local density-viscosity models
The complexity of the previously proposed nonlocal viscosity

model can limit its practicality, for example, when limited compu-
tational resources are available. Here, we make three assumptions
to simplify the model and obtain purely local expressions, which do
not require the computation of space convolutions. First, the pair
correlation function in the confined region is assumed to not differ
significantly from its bulk counterpart, namely, g(y, y + y′) ∼ gb(σLJ).
Second, b∗(y) is assumed to be approximately constant between y −
σLJ and y + σLJ, i.e., b∗(y + y′) ∼ b∗(y) in Eq. (32). Finally, we assume
that the value of the integral ∫ σLJ

−σLJ
sin3(arccos(y′))ρ(y + y′) dy′ is

only weakly dependent on y. Consequently, Eq. (31) simplifies to

η(y) ≃ ρ(y)
ρb

[b
∗(y)
b∗b

ηkb +
1 + b∗(y)

1 + b∗b
ηvb ], (36)

where ηb, ρb, and b∗b are shear viscosity, density, and b∗(y) evaluated
in the bulk, respectively. Equation (36) provides a local functional
expression relating shear viscosity to the density variations at the
fluid-solid interface. The analysis of our MD results shows that the
ratio b∗(y)/b∗b mainly depends on the wall interaction and not on
the temperature. The profile of b∗(y) as a function of the wall inter-
action strength is shown in Fig. 11. By analyzing the MD data, we

FIG. 11. Function b∗(y) computed from MD density profiles through Eq. (23) for
different wall interaction potentials, i.e., �LJ, f ,w = 0.6 (red solid line), �LJ, f ,w = 1.0
(blue dashed line), and �LJ, f ,w = 1.4 (green dashed line), at T = 1. Evidently, for
stronger wall interactions, b∗(y) has higher bulk values and shows a slower decay
at the wall interface.
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found that the ratio b∗(y)/b∗b can be well approximated without
using Eq. (23), by fitting the following empirical expression to MD
simulation results:

b∗(y)
b∗b

≃ 1 − Ab e
Bb(y−yw)/�

Cb
LJ,f ,w , (37)

where y − yw is the distance from the wall and the fitting coefficients
take the value Ab = 0.59, Bb = 1.61, and Cb = 0.15. Equation (37) can
be used to obtain a straightforward evaluation of b∗(y), given that its
bulk value b∗b can be computed from Eq. (23) as

b∗b =
π
12

+
5

16 σLJ ρb ghom[r = σLJ, ρb]
. (38)

Assuming that b∗(y) ∼ b∗b , Eq. (36) reduces to the linear
relation

η(y) ∼ ηb
ρb
ρ(y), (39)

observed also by Morciano et al.36 by analyzing MD data correlations
at a fixed temperature T = 1. Interestingly, Fig. 12(a) shows that the
linear relation in Eq. (39) can be directly detected from MD results
and holds for any analyzed temperature. Figure 12(b) shows that
the corresponding standard error associated with this linear model
ranges between 15% and 30% if the first fluid layer in contact with
the walls is included and between 5% and 15% if the first fluid layer
at the walls is excluded. Equation (39) provides an attractive approx-
imation as it does not require computing the convolution kernel or
b∗(y), but its applicability is limited to moderate fluid-wall interac-
tion (low Wa) or to situations in which the first fluid layer in contact
with the walls is excluded.

5. Comparison between the different models
In Fig. 13, we compare the performance of the proposed vis-

cosity models in predicting MD results for system conditions �LJ,f ,w
= 0.6 [(a) and (b)], �LJ,f ,w = 1.0 [(c) and (d)], and �LJ,f ,w = 1.4 [(e)
and (f)] at temperatures T = 1.0 [(a), (c), and (e)] and T = 4.0 [(b),
(d), and (f)]. We also report the viscosity profile predicted by the
model introduced by Hoang and Galliero21 and given by Eq. (33).
Regarding the bulk region, the qualitative features of the shear vis-
cosity are well predicted both by our model (discussed in Sec. IV F 2)
and by the empirical formula of Ref. 76. On the contrary, for the
inhomogeneous region in proximity of the walls, two regimes may
be distinguished. At Wa≪ 1, a weaker layering is observed in the vis-
cosity profile and the nonlocal effects are negligible. In this regime,
both our local models and Hoang’s model,21 which is based on a
correlation derived for uniform fluids, are able to accurately repro-
duce MD results. However, when the Wall number increases, i.e.,
Wa ≃ 1, the effects of the walls become increasingly more impor-
tant, and Hoang’s model fails to predict the viscosity profile. The
models proposed in this work, including the local ones, show good
agreement with MD results, even in the case of Wa ≃ 1. As expected
from the derivation, the nonlocal model outperforms the local ones.
Furthermore, when looking at the first fluid layer in contact with
the walls, the linear model of Eq. (36) is more accurate than the
simplified linear model in Eq. (39).

6. Darcy-Weisbach friction factor in nanopipes
The findings of this work can be applied to study, for instance,

the Darcy-Weisbach friction factor in nanogeometries. As exten-
sively discussed in the work of Liakopoulos et al.,77 it is possi-
ble to use a modification of the Darcy-Weisbach friction factor to
model flows in nanoscale confined geometries. For an infinitely wide
channel with height h, the Darcy-Weisbach friction factor, f, is given

FIG. 12. (a) Normalized viscosity against normalized density profiles for liquid-solid interfaces obtained by MD (symbols) and by Eq. (39) (black dashed line). The symbols
correspond to different wall potentials (×: �LJ, f ,w = 0.6; ○: �LJ, f ,w = 1.0; and +: �LJ, f ,w = 1.4), whereas distinct colors are used to map the temperatures (red, blue, green,
and orange indicate T = 1.0, T = 2.0, T = 3.0, and T = 4.0, respectively). The points inside the shaded blue area correspond to the viscosity and density of the first fluid layer
in contact with the walls for systems at high Wa. (b) Root mean square error normalized with respect to the average channel viscosity when employing Eq. (39) to model the
viscosity of the whole system (dotted lines) and of the system without the first fluid layer at the walls (solid lines).
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FIG. 13. Shear viscosity profile for �LJ, f ,w = 0.6 [(a) and (b)], �LJ, f ,w = 1.0 [(c) and (d)], and �LJ, f ,w = 1.4 [(e) and (f)] at temperatures T = 1.0 [(a), (c), and (e)] and T = 4.0 [(b),
(d), and (f)]. MD results (red dots) are compared against the nonlocal model given by Eq. (31) (blue solid line), the linear model of Eq. (36) (green dashed line), the simplified
linear model in Eq. (39) (orange dotted line), and, finally, the model proposed by Hoang and Galliero21 [Eq. (33)]. The bars reported for MD results show the standard errors
computed assuming that every point has the same relative error of the viscosity in the bulk region.
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by

f =
−2D

∂p
∂x

ρ̄V̄2 , (40)

with p being the pressure, D = 2h being the hydraulic diameter, and
ρ̄ = 1

h ∫
h
0 ρ(y) and V̄ = 1

h ∫
h
0 ux(y) being the average density and veloc-

ity in the cross section, respectively. From momentum conservation,
assuming a Poiseuille flow, the local velocity can be computed by
solving the following differential equation:

d
dy

(η(y)dux(y)
dy

) = ∂p
∂x

. (41)

For symmetric flows, Eq. (41) has the solution

ux(y) =
∂p
∂x ∫

y

0

y′

η(y′)dy
′ + us, (42)

where us = ux∣y=0 is the slip velocity at the wall. The integrals
in Eq. (42) can be solved by using one of our (local or nonlocal)
models to approximate η(y). For simplicity, here we will use the
local model in Eq. (39), equipped with the density profile approxi-
mation in Eq. (14). After some algebraic manipulations, we obtain
the following expression for the Darcy-Weisbach friction factor in
nanochannels:

f =
−2D

∂p
∂x

ρb
h ∫

h
0 (1 + Ae−By cos 2πy

l )dy [ 1
hηb

∂p
∂x ∫

h
0 ∫

y
0 y′(1 + Ae−By′ cos 2πy′

l )
−1
dy′dy + us]

2 . (43)

The more accurate nonlocal viscosity model in Eq. (31) can also be
employed, but this would increase the computational cost. More-
over, this approach can be generalized to study the nanochannel with
arbitrary shapes.

G. Global shear viscosity for a fluid
in a confined geometry

Following the same approach as in Sec. IV C, we define
the confined viscosity ηc = 1

Vc
∫Vc η(y)dV and the free viscosity

ηf = 1
Vf
∫Vf η(y)dV . With prior knowledge of ηc and ηf , the aver-

age viscosity of the system in the channel η̄ can then be expressed
as

η̄ = ηb(
Vf

Vtot

ηf
ηb

+
Vc

Vtot

ηc
ηb

), (44)

FIG. 14. Free viscosity (dashed lines) and confined viscosity (solid lines) normal-
ized with respect to the viscosity in the bulk region.

where the boundary of the confinement region is defined through
δ. This expression can then be parameterized with the variations of
ηc and ηf as a function of the temperature and the fluid-wall inter-
action. Figure 14 shows that the free viscosity can be considered
approximately equal to the viscosity in the bulk region, regardless of
the fluid temperature and the fluid-wall interaction strength. Con-
versely, the ratio ηc/ηb is linearly dependent on �LJ,f ,w and inde-
pendent of T. Based on these observations, Eq. (44) is rewritten
as

η̄ ∼ ηb[
h − 2δ

h
+

2δ
h

(Aη + Bη �LJ,f ,w)], (45)

with Aη and Bη being some fitting parameters. The values Aη ∼ 1.3
and Bη ∼ 0.5 yield agreement of Eq. (45) and MD results within
10%. Equation (45) allows us to predict the average viscosity in a
channel based on its geometry (through h), on the fluid-wall cou-
pling thermodynamic parameter δ, and on the bulk fluid viscosity,
which can be accurately modeled through the equation of state for
homogeneous fluids (i.e., as in Sec. IV F 2 or as in Ref. 34).

V. SUMMARY AND CONCLUSIONS
We have performed extensive MD simulations of a nanocon-

fined LJ fluid with the purpose of, (1) scrutinizing the effects of tem-
perature and fluid-wall interactions on the inhomogeneous inter-
facial fluid structure and, (2) deriving and validating macroscopic
relations capable of modeling inhomogeneous transport properties.
The MD simulations are complemented by analyses of the different
kernels adopted in the simulations and the pertinent physical prop-
erties, including density, momentum, stress tensor, shear rate, and
viscosity.

Close to the wall, layering of fluid particles results in oscil-
lations in both density and shear rate profile. These oscillations
are enhanced for strongly attractive walls and low temperatures.
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Following the work of Chiavazzo et al.,66 we adopted the average
energy of fluid atoms due to the presence of the wall to distinguish
between a region of width δ, the “confinement parameter,” within
which the fluid properties are directly affected by the confinement,
and a region with freely moving particles. Careful analyses of the
average fluid properties in these regions allow us to obtain novel
ready-to-use relations, which express the average density (and vis-
cosity) in the channel as a function of temperature, wall interaction
strength, and value of density (and viscosity) in the bulk region. Such
relations constitute a useful toolbox that can be readily employed in
the design and the analysis of nanofluidic devices where solid-fluid
interfaces play an important role.

Furthermore, we have investigated how the fluid confinement
affects the local and average shear viscosity, which is crucial for both
tribological applications and nanofluidics. The shear viscosity profile
was evaluated from MD simulations and compared against multiple
theoretical frameworks and models.

In particular, the theoretical framework derived by Din and
Michaelides18 for a hard sphere fluid was adapted to model the vis-
cosity profile of inhomogeneous dense LJ fluids as a function of the
density profile, system temperature, and wall interactions. Specifi-
cally, we proposed an accurate and robust nonlocal model for the
viscosity, exhibiting a convolution structure, Eq. (31), which, under
certain approximations, can be reduced to a local linear model (in
terms of density), Eq. (36), which in turn can be further simplified to
the linear model in Eq. (39). These nonlocal and local models were
contrasted against both MD simulations and a model proposed by
Hoang and Galliero21 over a wide range of interfacial conditions and
temperatures.

At a small Wall number, Wa ≪ 1, layering is weak and non-
local effects are negligible. In this regime, both our models and the
model proposed by Hoang and Galliero21 can accurately reproduce
MD results. At Wa ∼ 1, the model of Hoang and Galliero21 failed to
predict the viscosity profile, whereas our models showed good agree-
ment with MD results. In all cases, the nonlocal model in Eq. (31)

performed better than the local one. Furthermore, the linear model
of Eq. (36) exhibited higher accuracy compared with the simplified
linear model in Eq. (39).

The functional relations developed here can be implemented in
numerical methods dealing with mesoscopic fluid flows (e.g., Ref.
78) to improve the accuracy of such methods in the description
of fluid-solid interfaces. But also in models in the framework of
dynamic density-functional theory (e.g., Refs. 22–24), which suffer
from unresolved closures, such as the dependence of viscosity on
density. Moreover, since the functional relations are derived from a
general theoretical framework for HS systems, they can be employed
to model the inhomogeneous properties of non-LJ fluids by appro-
priately adjusting the empirical factors. Of particular interest would
also be liquid-vapor interfaces in confinement, where the treatment
of the stress tensor and emergence of surface tension should be
crucial (e.g., Ref. 79).
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APPENDIX A: STRAIN RATE AND THERMOSTATS
Some of the most frequently used thermostats in MD are

the Langevin,80 Nosé-Hoover (NH),46–48 and dissipative particle
dynamics81 thermostats. In this work, a NH thermostat is adopted,
which has been shown to perform well for weakly sheared systems,

FIG. 15. (a) Temperature profiles for different average shear rates ¯̇γ, obtained using a single global NH thermostat and a series of LNH thermostats, each controlling a region
of (nondimensional) unitary width, at fixed temperature T = 1.0. (b) Velocity profiles normalized with respect to h and ¯̇γ induced by the moving walls for different shear rates,
at fixed temperature T = 1.0.
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and, unlike the Langevin and dissipative particle dynamics ther-
mostats, does not alter the value of the system’s viscosity.45 How-
ever, NH is a global thermostat and consequently may suffer from
the inhomogeneity of the system, since the heat is not generated
uniformly across the domain. To overcome this limitation, a series
of local Nosé-Hoover (LNH) thermostats is used, each (nondi-
mensional) unitary width. A similar strategy was adopted in other
works, e.g., Ref. 20. To avoid biasing the fluid flow, the LNH ther-
mostats are applied only in the directions perpendicular to the flow,
i.e., in the y and z directions, and the relaxation time adopted is
τ = 1.0, in line with the discussion in Ref. 82.

Figures 15(a) and 15(b) compare temperature and velocity pro-
files obtained with NH and LNH thermostats for different shear
rates. Figures 15(a) and 15(b) clearly show that the global thermo-
stat is unable to keep a flat temperature in proximity of the walls,
where the local shear rate tends to reach higher values.

APPENDIX B: BULK DENSITIES
For completeness, in Fig. 16, we report the values of bulk densi-

ties and bulk shear viscosities for the analyzed systems as a function
of the wall number. At a given T, a higher �f ,w corresponds to lower
ρb and ηb since more particles are adsorbed at the walls. A more
complex behavior is observed if �f ,w is fixed: for hydrophobic walls
(�f ,w = 0.6), both ρb and ηb increase as a function of T. For neu-
tral walls (�f ,w = 1.0), ρb is roughly independent of T, while ηb tends
to increase with temperature. For hydrophilic walls (�f ,w = 1.4), ρb
tends to decrease with T, while ηb is about constant. As a result,
higher temperatures in a nanochannel tend to hinder adsorbed par-
ticles at walls for a hydrophobic substrates and to enhance them for
a hydrophilic one.

APPENDIX C: RHEOLOGICAL EFFECTS
Non-Newtonian effects manifest at high shear rates, with the

onset shear rate depending on the state point of the fluid. For

example, for a dense homogeneous LJ fluid (ρ = 0.84, T = 1.0),
shear-thinning is observed at shear rates above approximately 0.1.83

Other rheological phenomena, such as normal stress differences,
have been shown to be very small for shear rates up to 0.5 for a
homogeneous fluid near the LJ triple point (ρ = 0.8442, T = 0.72).38

In Fig. 17, we report the average shear stress in our confined sheared
system against the average shear rate for the most critical case
(T = 1.0 and �f ,w = 0.6). No significant rheological effects are evi-
denced for shear rates below 0.2. Therefore, we adopt ¯̇γ ∼ 0.15 in
order to have a high signal-to-noise ratio, while remaining in the
Newtonian regime.

APPENDIX D: DERIVATION OF THE VISCOSITY
OF A DENSE INHOMOGENEOUS HARD-SPHERE
FLUID FROM KINETIC THEORY

For dense inhomogeneous hard sphere systems, Din and
Michaelides18 derived an expression for the shear viscosity directly
from the Boltzmann equation. The main steps of the derivation are
outlined here, and the interested reader is referred to the original
paper for more details.

The starting point is the revised Enskog equation for the singlet
probability density function W1(r1, u1, t) of inhomogeneous dense
fluid84

∂W1

∂t
+
∂W1

∂r1
u1 +

∂W1

∂u1
u̇1

=∬
k⋅u21>0

[g(r1, r1 + σHSk)W1(r1,u′1, t)

×W1(r1 + σHSk,u′2, t) − g(r1, r1 − σHSk)W1(r1,u1, t)

×W1(r1 − σHSk,u2, t)]σ2
HS(k ⋅ u21)dk du2, (D1)

where σHS is the hard sphere diameter, u21 = u2 − u1 is the relative
velocity between two particles, k = (r2 − r1)/∣r2 − r1∣ is a unit

FIG. 16. Bulk values of density ρb (a) and viscosity ηb (b) in a nanochannel for different conditions of the system analyzed.
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FIG. 17. Average shear stress against average shear rate is reported for the most
critical scenario (T = 1.0 and �f ,w = 0.6). Non-Newtonian effects are evidenced at
average shear rates above 0.2.

vector connecting two particles, and u′1 = u1 + (k ⋅ u21)k and
u′2 = u2 − (k ⋅ u21)k are the postcollisional velocities of the two par-
ticles. In order to solve Eq. (D1) for a steady-state Couette flow, the
singlet probability density function is assumed to have the following
form:

W1(r1,u1) =W(0)
1 (r1,u1 − u)[1 + Φ(r1,u1 − u)], (D2)

where W(0)
1 is the equilibrium distribution given by

W(0)
1 (r1,u1 − u) = n(r1)(

m
2πkBT

)
3/2

e−
m(u1−u)

2

2kBT , (D3)

and Φ(r1, u1 − u) is a perturbation function due to nonequilib-
rium effects. After considerable manipulations, it turns out that the
perturbation function can be expressed as a linear function of the
velocity gradient, namely,

Φ(r1,u1 − u) = −b(r1)(
m

2kBT
)

× [(u1 − u)(u1 − u)− ∣ u1 − u ∣2 1/3]∶∇r1u, (D4)

where b(r1) is a space-dependent function, which is nondimension-
alized as b∗(y) =

√
πkBT/4 mσ2

HSb(y). This function can then be
evaluated by solving numerically the following integral equation:

4b∗(y)∫
σHS

−σHS

g(y, y + y′)ρ(y + y′)dy′

−25
3 ∫

σHS

−σHS

[b∗(y + y′) − b∗(y)]g(y, y + y′)ρ(y + y′)dy′

= 5
2

+
π
3 ∫

σHS

−σHS

g(y, y + y′)ρ(y + y′)dy′, (D5)

derived combining Eqs. (D1)–(D4).
Hence, it is possible to determine the rate of change of the

ensemble averaged quantity mu1 as

∂

∂t
⟨nmu1⟩ +∇r1 ⋅ ⟨nmu1 ⊗ u1⟩ −

F
m
⋅ ⟨n∂(mu1)

∂u1
⟩ = −∇r1 ⋅ θ(mu1),

(D6)

where the brackets indicate

⟨⟩ = ∫
+∞

−∞

du1W1(r1,u1) (D7)

and θ(mu1) denotes the collision contribution given by

θ(mu1) = −
1
2
σ3

HS∭
k⋅u21>0

m(u′1 − u1)(k ⋅ u21)k

× [1 − σHS

2
k ⋅∇ + ⋅ ⋅ ⋅ + 1

s!
(−σHSk ⋅∇)s−1 +⋯]

×W2(r,u1, r + σHSk,u2)dk du2 du1. (D8)

Dropping the subscript for the position, i.e., r1 = r, and identifying
the mass density as ρ = mn, (D6) reduces to the continuum equation
for the momentum, namely,

∂

∂t
⟨ρu1⟩ +∇r ⋅ ⟨ρu1 ⊗ u1⟩ −

F
m
⋅ ⟨ρ⟩ = −∇r ⋅ θ(mu1). (D9)

It is then possible to identify the kinetic and potential stress tensor
as

σk = −⟨ρ(u1 − u)⊗ (u1 − u)⟩,
σv = −θ(mu1).

(D10)

Finally, using Newton’s relation for the viscosity and after some
manipulation, one obtains an expression for the viscosity coefficient.
The kinetic component of the viscosity is then written as

ηkHS(y) =
16
5
η0ρ(y)b∗(y), (D11)

where η0 = 5(kBTm/π)1/2/(16σ2
HS) is the zero-density viscosity.

The potential contribution to the viscosity for a hard sphere
fluid is

ηvHS(y) =
8π
5
η0 ∫

σHS

−σHS

y′ sin3(arccos(y′)) I(y, y′) dy′, (D12)

where I(y, y′) is given by the infinite series

I(y, y′) = y′
∞

∑
1

(−y′s−1)
s!

∂s−1

∂s−1y

×{g(y, y + y′)ρ(y)ρ(y + y′)[2 + b∗(y + y′) + b∗(y)]}.

(D13)
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